![](data:image/jpeg;base64,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)

![](data:image/jpeg;base64,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)

数字版权声明

图灵社区的电子书没有采用专有客户 端，您可以在任意设备上，用自己喜

欢的浏览器和PDF阅读器进行阅读。

但您购买的电子书仅供您个人使用，

未经授权，不得进行传播。

我们愿意相信读者具有这样的良知和

觉悟，与我们共同保护知识产权。

如果购买者有侵权行为，我们可能对 该用户实施包括但不限于关闭该帐号

等维权措施，并可能追究法律责任。

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAAgAEQDASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDI1C/vBqV0BdTgCZ8DzD/eNV/7QvP+fuf/AL+GtSxm0q38Uzya1byXFkJJN0ceck5OO47+9ei6/wCHfB+k21nnSXEl9IsUJWRzgnHXLe9MDyb+0Lz/AJ+5/wDv4aP7QvP+fuf/AL+GvZv+EE8Nf8JCLb+zB5P2UybfNf72/GfvelZ9j4V8NR+HJNQu9JM7JdSxYWVwSPPKLjnsMflQBwum6Vq19C7yXdzACFMTu52uCee/pzVPVYdT02d90939n3lYpGkI3j1HNeqWvhTTbXxU+mr57ae1l56WxnfEb+ZjIwc4+vvVC88K2er+E9SufKkkv7ea5WCRpXYhUlbCgE46DFAHlX9oXn/P3P8A9/DR/aF5/wA/c/8A38Nesz+A9Cl8X2dpHamK1Fm88kayN+8YMqgEk5A57Vm+I9A8N3HhvULyxt4rG9spZIwizZL7H2nKk9wM0Aeex394V/4+p+v/AD0NFVovu/jRQIk1H/kJ3f8A12f/ANCNetfEB1jt/DEjthVu0JJ7ABa82exH9tXZvrK/eAyPj7OuGzu45IIxVzULmXUrF4rka9cSRsTbid9yIO2RtznHpQM9u8pz4kE+xvK+xld+OM7wcVgWGoSWfgea9tWXcLyUqSMghrkj+RrzlNZ1BdPWyM3iHyfs+1kDjHmcdDtzs68VWt7y5i0JbA/28rAg+VG+IPv7uF259/rQB6/HbRw+P5Jl3bptN+bLEjiQdM9PwqvpeoJpuiSTSY8ttWmibPYPcMuf1rzGfWL43ZuLefxIJPK8tXkly33gSMhfu47etVbm8u5tKltUOulnmMgSR8xHL7skbc7u+fWgD2OR0Xx3bqWALabJtHr+8Suf1rSbVvB+vXdzpNvFdpLcFJjCA7DzCVbOM8g9a4SXUJJ9StbuU+JHeBCBI0oMitxjadvA65/Ck1HVb69S8XzPEDrNGqKsz5U4JyHAUAjnjGO9AHMxfd/GirEdheBf+PSfr/zzNFAj/9k=)

图 灵 程 序 设 计 丛 书

深度学习入门

基于Python 的理论与实现

Deep Learning from Scratch

[日］斋藤康毅 著 陆宇杰 译
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译者序

深度学习的浪潮已经汹涌澎湃了一段时间了，市面上相关的图书也已经 出版了很多。其中，既有知名学者伊恩 ·古德费洛（Ian Goodfellow）等人撰 写的系统介绍深度学习基本理论的《深度学习》，也有各种介绍深度学习框 架的使用方法的入门书。你可能会问，现在再出一本关于深度学习的书，是 不是“为时已晚”？其实并非如此， 因为本书考察深度学习的角度非常独特，

它的出版可以说是“千呼万唤始出来”。

本书最大的特点是“剖解”了深度学习的底层技术。正如美国物理学家 理查德 ·费 曼（Richard Phillips Feynman）所 说：“What I cannot create, I do not understand. ”只有创造一个东西， 才算真正弄懂了一个问题。本书就 是教你如何创建深度学习模型的一本书。并且，本书不使用任何现有的深度 学习框架，尽可能仅使用最基本的数学知识和Python 库，从零讲解深度学 习核心问题的数学原理，从零创建一个经典的深度学习网络。

本书的日文版曾一度占据了东京大学校内书店（本乡校区）理工类图书 的畅销书榜首。各类读者阅读本书，均可有所受益。对于非AI 方向的技术 人员，本书将大大降低入门深度学习的门槛；对于在校的大学生、研究生， 本书不失为学习深度学习的一本好教材；即便是对于在工作中已经熟练使用 框架开发各类深度学习模型的读者，也可以从本书中获得新的体会。

本书从开始翻译到出版，前前后后历时一年之久。译者翻译时力求忠于

原文，表达简练。为了保证翻译质量，每翻译完一章后，译者都会放置一段

**xiv** ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAIAAAAQCAYAAAA8qK60AAAAKUlEQVQImWP09vFtY2BgYGFhYGDIYGBgYGdigAJ6MlgYGBimMjAwMAMAEDoCmZ955vEAAAAASUVORK5CYII=)译者序

时间，再重新检查一遍。图灵公司的专业编辑们又进一步对译稿进行了全面 细致的校对，提出了许多宝贵意见，在此表示感谢。但是，由于译者才疏学浅， 书中难免存在一些错误或疏漏，恳请读者批评指正，以便我们在重印时改正。

最后，希望本书的出版能为国内的AI 技术社区添砖加瓦！

陆宇杰

2018 年 2 月 上海

前言

科幻电影般的世界已经变成了现实—人工智能战胜过日本将棋、国际 象棋的冠军，最近甚至又打败了围棋冠军；智能手机不仅可以理解人们说的话， 还能在视频通话中进行实时的“机器翻译”；配备了摄像头的“自动防撞的车” 保护着人们的生命安全， 自动驾驶技术的实用化也为期不远。环顾我们的四 周，原来被认为只有人类才能做到的事情，现在人工智能都能毫无差错地完 成，甚至试图超越人类。因为人工智能的发展，我们所处的世界正在逐渐变

成一个崭新的世界。

在这个发展速度惊人的世界背后，深度学习技术在发挥着重要作用。对 于深度学习，世界各地的研究人员不吝褒奖之辞，称赞其为革新性技术，甚 至有人认为它是几十年才有一次的突破。实际上，深度学习这个词经常出现

在报纸和杂志中，备受关注，就连一般大众也都有所耳闻。

本书就是一本以深度学习为主题的书， 目的是让读者尽可能深入地理解

深度学习的技术。因此，本书提出了“从零开始”这个概念。

本书的特点是通过实现深度学习的过程，来逼近深度学习的本质。通过 实现深度学习的程序，尽可能无遗漏地介绍深度学习相关的技术。另外，本

书还提供了实际可运行的程序，供读者自己进行各种各样的实验。

为了实现深度学习，我们需要经历很多考验，花费很长时间，但是相应

地也能学到和发现很多东西。而且，实现深度学习的过程是一个有趣的、令
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人兴奋的过程。希望读者通过这一过程可以熟悉深度学习中使用的技术，并 能从中感受到快乐。

目前，深度学习活跃在世界上各个地方。在几乎人手一部的智能手机中、 开启自动驾驶的汽车中、为Web 服务提供动力的服务器中，深度学习都在 发挥着作用。此时此刻，就在很多人没有注意到的地方，深度学习正在默默 地发挥着其功能。今后，深度学习势必将更加活跃。为了让读者理解深度学

习的相关技术，感受到深度学习的魅力，笔者写下了本书。

本书的理念

本书是一本讲解深度学习的书，将从最基础的内容开始讲起，逐一介绍 理解深度学习所需的知识。书中尽可能用平实的语言来介绍深度学习的概念、 特征、工作原理等内容。不过，本书并不是只介绍技术的概要，而是旨在让

读者更深入地理解深度学习。这是本书的特色之一。

那么，怎么才能更深入地理解深度学习呢？在笔者看来，最好的办法就 是亲自实现。从零开始编写可实际运行的程序，一边看源代码，一边思考。 笔者坚信，这种做法对正确理解深度学习（以及那些看上去很高级的技术） 是很重要的。这里用了“从零开始”一词，表示我们将尽可能地不依赖外部 的现成品（库、工具等）。也就是说，本书的目标是，尽量不使用内容不明的 黑盒，而是从自己能理解的最基础的知识出发，一步一步地实现最先进的深

度学习技术。并通过这一实现过程，使读者加深对深度学习的理解。

如果把本书比作一本关于汽车的书，那么本书并不会教你怎么开车，其 着眼点不是汽车的驾驶方法，而是要让读者理解汽车的原理。为了让读者理 解汽车的结构，必须打开汽车的引擎盖，把零件一个一个地拿在手里观察， 并尝试操作它们。之后，用尽可能简单的形式提取汽车的本质，并组装汽车 模型。本书的目标是，通过制造汽车模型的过程，让读者感受到自己可以实 际制造出汽车，并在这一过程中熟悉汽车相关的技术。

为了实现深度学习，本书使用了Python 这一编程语言。Python 非常受 欢迎，初学者也能轻松使用。Python 尤其适合用来制作样品（原型），使用

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAA2AC8DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDoviDrmr6f4K0mWPVroy6pGplwsagDYGIBVQRyR36V5j4bXV73xDaWulXz217O+ElMxQA9Tk/0716Z8SrQS/C/w7dZAaAQD6hov/rCvHYpZIZUlidkkRgyupwVI6EGgD6QsvDfiy0jjD+Mnmxguslkhz6gMTn8Tmt4abeY51u+/wC+IP8A43Xifh34v63psyR6sRqNr0YlQsqj2I4P4/nXuOk6tZ63psN/YTCW3lGVYdR6gjsR6UARf2bd/wDQbvv++IP/AI3Va6S9sLmxb+1LmdJZjG6SpFgjy3b+FAeqjvW3WXrX+t03/r6P/oqSgDgvH9jNefCDS5YgWFtHbTOB/d8vbn/x4V4bX1Zo1vDd+D9OtriNZIZbGJHRhwwMYBFfP3jvwdN4R1nYm59Pny1tKew7qfcfqMGgDlK7j4Z+L28N6+lrcy4028YJKGPEb/wv7eh9vpXD0UAfYYIIyOhrL1r/AFum/wDX0f8A0VJXD/CPxe2raa+iXspa7s1zCzHl4umPqvA+hFdxrX+t03/r6P8A6KkoAd4d/wCRZ0n/AK84f/QBRrug6f4i0x7DUYRJC3II4ZG7Mp7Gsex8TaRpng/T5JdStVeOziBUPvKkIM5VcnjFc9efEtbzSWt4bRkuLlhbrcQy/Iu7qw8wI3AyR8uMjrQByXhv4UNrU9+9zdT21lFKVtJhGGFwmWG4c+w7d6wIPhz4ju7jU4rWzEgsJDGzMwXzSOydicYPXvXuul+J9C+yeQlxDZw2yiNFnmjXgAdPmPGO9ZXhjxfoJjNv/aEP2i5uLi4c5wqAytt3MeM428daAPBNPv8AUPDetx3duWt720kIKsOhHDKw9OoIr6FsfENt4n0bRdStvl33JWSPOTG4ikyv+e2K8v8Ai3ptgNbi1nTbq1mjuxtnWGVWKyDuQD3H6g+tZ3w11p7DxNb2UsyJZTu0j+Y2ArLG4B5+uPyoA+jPLT+4v5VXm061uLq2uJIg0lsWaI9lJG0nHfgkfjRRQBm634dtdWeMeVbxs7ATzeUDI0QIyit1XOME+masadosGmXly1rtjtJgpFsFASNxkFlHbIxkeoz3NFFAE2q6NYa3p0thf26y28mNy9OhyCCOQawLL4Z+EbGTzE0iOVv+m7tIPyYkfpRRQB//2Q==)

前言 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **xvii**

Python 可以立刻尝试突然想到的东西，一边观察结果，一边进行各种各样 的实验。本书将在讲解深度学习理论的同时，使用Python 实现程序，进行 各种实验。

在光看数学式和理论说明无法理解的情况下，可以尝试阅读源代码 并运行，很多时候思路都会变得清晰起来。对数学式感到困惑时， 就阅读源代码来理解技术的流程，这样的事情相信很多人都经历过。 本书通过实际实现（落实到代码）来理解深度学习，是一本强调“工程” 的书。书中会出现很多数学式，但同时也会有很多程序员视角的源代码。

本书面向的读者

本书旨在让读者通过实际动手操作来深入理解深度学习。为了明确本书

的读者对象，这里将本书涉及的内容列举如下。

. 使用Python，尽可能少地使用外部库，从零开始实现深度学习的程序。 . 为了让Python 的初学者也能理解，介绍Python 的使用方法。

. 提供实际可运行的Python 源代码，同时提供可以让读者亲自实验的 学习环境。

. 从简单的机器学习问题开始，最终实现一个能高精度地识别图像的系统。 . 以简明易懂的方式讲解深度学习和神经网络的理论。

. 对于误差反向传播法、卷积运算等乍一看很复杂的技术，使读者能够 在实现层面上理解。

. 介绍一些学习深度学习时有用的实践技巧，如确定学习率的方法、权 重的初始值等。

. 介绍最近流行的Batch Normalization 、Dropout 、Adam 等，并进行 实现。

. 讨论为什么深度学习表现优异、为什么加深层能提高识别精度、为什 么隐藏层很重要等问题。

. 介绍自动驾驶、图像生成、强化学习等深度学习的应用案例。
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本书不面向的读者

明确本书不适合什么样的读者也很重要。为此，这里将本书不会涉及的

内容列举如下。

. 不介绍深度学习相关的最新研究进展。

. 不介绍Caﬀe 、TensorFlow 、Chainer 等深度学习框架的使用方法。 . 不介绍深度学习的详细理论，特别是神经网络相关的详细理论。

. 不详细介绍用于提高识别精度的参数调优相关的内容。

. 不会为了实现深度学习的高速化而进行GPU 相关的实现。

. 本书以图像识别为主题，不涉及自然语言处理或者语音识别的例子。

综上，本书不涉及最新研究和理论细节。但是，读完本书之后，读者 应该有能力进一步去阅读最新的论文或者神经网络相关的理论方面的技

术书。

本书以图像识别为主题，主要学习使用深度学习进行图像识别时 所需的技术。自然语言处理或者语音识别等不是本书的讨论对象。

本书的阅读方法

学习新知识时，只听别人讲解的话，有时会无法理解，或者会立刻忘记。 正如“不闻不若闻之，闻之不若见之，见之不若知之，知之不若行之”① ,在 学习新东西时，没有什么比实践更重要了。本书在介绍某个主题时，都细心

地准备了一个可以实践的场所——能够作为程序运行的源代码。

本书会提供 Python 源代码，读者可以自己动手实际运行这些源代码。 在阅读源代码的同时，可以尝试去实现一些自己想到的东西， 以确保真正

① 出自荀子《儒效篇》。
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理解了。另外，读者也可以使用本书的源代码，尝试进行各种实验，反复

试错。

本书将沿着“理论说明”和“Python 实现”两个路线前进。因此，建议 读者准备好编程环境。本书可以使用Windows 、Mac 、Linux 中的任何一个 系统。关于Python 的安装和使用方法将在第 1 章介绍。另外，本书中用到 的程序可以从以下网址下载。

<http://www.ituring.com.cn/book/1921>

让我们开始吧

通过前面的介绍，希望读者了解本书大概要讲的内容，产生继续阅读的

兴趣。

最近出现了很多深度学习相关的库，任何人都可以方便地使用。实际上， 使用这些库的话，可以轻松地运行深度学习的程序。那么，为什么我们还要 特意花时间从零开始实现深度学习呢？一个理由就是，在制作东西的过程中

可以学到很多。

在制作东西的过程中，会进行各种各样的实验，有时也会卡住，抱着脑 袋想为什么会这样。这种费时的工作对深刻理解技术而言是宝贵的财富。像 这样认真花费时间获得的知识在使用现有的库、阅读最新的文章、创建原创 的系统时都大有用处。而且最重要的是，制作本身就是一件快乐的事情。（还

需要快乐以外的其他什么理由吗？）

既然一切都准备好了，下面就让我们踏上实现深度学习的旅途吧！

表述规则

本书在表述上采用如下规则。

粗体字（**Bold**）

用来表示新引入的术语、强调的要点以及关键短语。
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等宽字（Constant Width）

用来表示下面这些信息：程序代码、命令、序列、组成元素、语句选项、 分支、变量、属性、键值、函数、类型、类、命名空间、方法、模块、属性、 参数、值、对象、事件、事件处理器、 XML 标签、 HTML 标签、宏、文件 的内容、来自命令行的输出等。若在其他地方引用了以上这些内容（如变量、

函数、关键字等），也会使用该格式标记。

等宽粗体字（**Constant Width Bold**）

用来表示用户输入的命令或文本信息。在强调代码的作用时也会使用该

格式标记。

等宽斜体字（*Constant Width Italic*）

用来表示必须根据用户环境替换的字符串。

用来表示提示、启发以及某些值得深究的内容的补充信息。

表示程序库中存在的 bug 或时常会发生的问题等警告信息， 引 起读者对该处内容的注意。

读者意见与咨询

虽然笔者已经尽最大努力对本书的内容进行了验证与确认，但仍不免在 某些地方出现错误或者容易引起误解的表达等，给读者的理解带来困扰。如 果读者遇到这些问题，请及时告知，我们在本书重印时会将其改正，在此先 表示不胜感激。与此同时，也希望读者能够为本书将来的修订提出中肯的建

议。本书编辑部的联系方式如下。
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<http://www.oreilly.co.jp/>（日语）
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第1章

Python 入门

Python这一编程语言已经问世 20多年了，在这期间，Python不仅完成 了自身的进化，还获得了大量的用户。现在，Python作为最具人气的编程语言， 受到了许多人的喜爱。

接下来我们将使用Python实现深度学习系统。不过在这之前， 本章将简 单地介绍一下Python，看一下它的使用方法。已经掌握了Python、NumPy、 Matplotlib等知识的读者，可以跳过本章，直接阅读后面的章节。

**1.1** Python是什么

Python是一个简单、易读、易记的编程语言，而且是开源的，可以免 费地自由使用。Python可以用类似英语的语法编写程序，编译起来也不费 力，因此我们可以很轻松地使用Python。特别是对首次接触编程的人士来说， Python是最合适不过的语言。事实上，很多高校和大专院校的计算机课程 均采用Python作为入门语言。

此外，使用Python不仅可以写出可读性高的代码，还可以写出性能高（处 理速度快）的代码。在需要处理大规模数据或者要求快速响应的情况下，使 用Python可以稳妥地完成。因此，Python不仅受到初学者的喜爱， 同时也 受到专业人士的喜爱。实际上，Google 、Microsoft 、Facebook等战斗在IT 行业最前沿的企业也经常使用Python。
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再者，在科学领域，特别是在机器学习、数据科学领域，Python 也被 大量使用。Python 除了高性能之外，凭借着 NumPy 、SciPy 等优秀的数 值计算、统计分析库，在数据科学领域占有不可动摇的地位。深度学习的 框架中也有很多使用 Python 的场景， 比如 Caffe 、TensorFlow 、Chainer、 Theano 等著名的深度学习框架都提供了Python 接口。因此，学习 Python 对使用深度学习框架大有益处。

综上， Python 是最适合数据科学领域的编程语言。而且，Python 具有 受众广的优秀品质，从初学者到专业人士都在使用。因此，为了完成本书的 从零开始实现深度学习的目标， Python 可以说是最合适的工具。

**1.2** Python 的安装

下面，我们首先将Python 安装到当前环境（电脑）上。这里说明一下安 装时需要注意的一些地方。

**1.2.1** Python 版本

Python 有Python 2.x和Python 3.x两个版本。如果我们调查一下目前 Python 的使用情况，会发现除了最新的版本 3.x以外， 旧的版本 2.x仍在被 大量使用。因此，在安装 Python 时，需要慎重选择安装 Python 的哪个版 本。这是因为两个版本之间没有兼容性（严格地讲，是没有“向后兼容性”）， 也就是说，会发生用 Python 3.x写的代码不能被 Python 2.x执行的情况。 本书中使用 Python 3.x，只安装了 Python 2.x 的读者建议另外安装一下 Python 3.x。

**1.2.2** 使用的外部库

本书的目标是从零开始实现深度学习。因此，除了NumPy库和Matplotlib 库之外，我们极力避免使用外部库。之所以使用这两个库，是因为它们可以

有效地促进深度学习的实现。
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1.2 Python 的安装 I **3**

NumPy是用于数值计算的库，提供了很多高级的数学算法和便利的数 组（矩阵）操作方法。本书中将使用这些便利的方法来有效地促进深度学习

的实现。

Matplotlib是用来画图的库。使用Matplotlib能将实验结果可视化，并 在视觉上确认深度学习运行期间的数据。

本书将使用下列编程语言和库。

. Python 3.*x*（2016 年 8 月时的最新版本是 3.5）

. NumPy

. Matplotlib

下面将为需要安装Python的读者介绍一下Python的安装方法。已经安 装了Python的读者，请跳过这一部分内容。

**1.2.3** Anaconda发行版

Python的安装方法有很多种，本书推荐使用Anaconda这个发行版。发 行版集成了必要的库，使用户可以一次性完成安装。Anaconda是一个侧重 于数据分析的发行版，前面说的 NumPy 、Matplotlib等有助于数据分析的 库都包含在其中 ①。

如前所述，本书将使用Python 3.x版本，因此Anaconda发行版也要安 装 3.x的版本。请读者从官方网站下载与自己的操作系统相应的发行版，然 后安装。

① Anaconda作为一个针对数据分析的发行版，包含了许多有用的库，而本书中实际上只会使用其中的 NumPy库和Matplotlib库。因此，如果想保持轻量级的开发环境，单独安装这两个库也是可以的。

——译者注
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**1.3** Python解释器

完成Python的安装后，要先确认一下Python的版本。打开终端（Windows 中的命令行窗口），输入python --version 命令，该命令会输出已经安装的

Python的版本信息。

$ **python --version**

Python 3.4.1 :: Anaconda 2.1.0 (x86\_64)

如上所示，显示了Python 3.4.1（根据实际安装的版本，版本号可能不同）， 说明已正确安装了Python 3.x。接着输入python，启动Python解释器。

$ **python**

Python 3.4.1 |Anaconda 2.1.0 (x86\_64)| (default, Sep 10 2014, 17:24:09) [GCC 4.2.1 (Apple Inc . build 5577)] on darwin

Type "help", "copyright", "credits" or "license" for more information. >>>

Python解释器也被称为“对话模式”，用户能够以和Python对话的方式 进行编程。比如，当用户询问“1 + 2等于几？”的时候，Python解释器会回 答“3”，所谓对话模式，就是指这样的交互。现在，我们实际输入一下看看。

>>> **1 + 2**

3

Python解释器可以像这样进行对话式（交互式）的编程。下面，我们使 用这个对话模式，来看几个简单的Python编程的例子。

**1.3.1** 算术计算

加法或乘法等算术计算，可按如下方式进行。

>>> **1 - 2**

-1

>>> **4 \* 5**

20
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>>> **7 / 5**

1.4

>>> **3 \*\* 2**

9

\* 表示乘法，/ 表示除法，\*\* 表示乘方（3\*\*2 是 3 的 2 次 方）。另 外，在 Python 2.x中，整数除以整数的结果是整数， 比如，7 ÷ 5 的结果是 1。但在 Python 3.x中，整数除以整数的结果是小数（浮点数）。

**1.3.2** 数据类型

编程中有数据类型（data type）这一概念。数据类型表示数据的性质， 有整数、小数、字符串等类型。Python 中的type() 函数可以用来查看数据 类型。

>>> **type(10)**

<class 'int'>

>>> **type(2.718)**

<class 'float'>

>>> **type("hello")**

<class 'str'>

根据上面的结果可知，10 是int 类型（整型），2.718 是float 类型（浮点型）， "hello" 是str（字符串）类型。另外，“类型”和“类”这两个词有时用作相同 的意思。这里，对于输出结果<class 'int'>，可以将其解释成“10 是int 类（类 型）”。

**1.3.3** 变量

可以使用 x 或y等字母定义变量（variable）。此外，可以使用变量进行计算， 也可以对变量赋值。

>>> **x = 10** # 初始化

>>> **print(x)** # 输出x

10

>>> **x = 100** # 赋值

>>> **print(x)**

100
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>>> **y = 3.14**

>>> **x \* y**

314.0

>>> **type(x \* y)**

<class 'float'>

Python是属于“动态类型语言”的编程语言，所谓动态，是指变量的类 型是根据情况自动决定的。在上面的例子中，用户并没有明确指出“x 的类 型是int（整型）”，是 Python根据 x 被初始化为 10，从而判断出 x 的类型为 int 的。此外， 我们也可以看到， 整数和小数相乘的结果是小数（数据类型的

自动转换）。另外，“#”是注释的意思，它后面的文字会被Python忽略。

**1.3.4** 列表

除了单一的数值，还可以用列表（数组）汇总数据。

>>> **a = [1, 2, 3, 4, 5]** # 生成列表

>>> **print(a)** # 输出列表的内容

[1, 2, 3, 4, 5]

>>> **len(a)** # 获取列表的长度

5

>>> **a[0]** # 访问第一个元素的值

1

>>> **a[4]**

5

>>> **a[4] = 99** # 赋值

>>> **print(a)**

[1, 2, 3, 4, 99]

元素的访问是通过a[0] 这样的方式进行的。 [] 中的数字称为索引（下标）， 索引从 0开始（索引 0对应第一个元素）。此外，Python的列表提供了切片 （slicing）这一便捷的标记法。使用切片不仅可以访问某个值，还可以访问列 表的子列表（部分列表）。

>>> **print(a)**

[1, 2, 3, 4, 99]

>>> **a[0:2]** # 获取索引为 0 到 2（不包括 2！）的元素

[1, 2]

>>> **a[1:]** # 获取从索引为 1 的元素到最后一个元素

[2, 3, 4, 99]
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>>> **a[:3]** # 获取从第一个元素到索引为 3（不包括 3！）的元素

[1, 2, 3]

>>> **a[:-1]** # 获取从第一个元素到最后一个元素的前一个元素之间的元素

[1, 2, 3, 4]

>>> **a[:-2]** # 获取从第一个元素到最后一个元素的前二个元素之间的元素

[1, 2, 3]

进行列表的切片时，需要写成a[0:2] 这样的形式。a[0:2] 用于取出从索 引为 0的元素到索引为 2的元素的前一个元素之间的元素。另外，索引−1对

应最后一个元素， −2对应最后一个元素的前一个元素。

**1.3.5** 字典

列表根据索引，按照 0, 1, 2, ... 的顺序存储值，而字典则以键值对的形 式存储数据。字典就像《新华字典》那样，将单词和它的含义对应着存储起来。

>>> **me = {'height':180}** # 生成字典

>>> **me['height']** # 访问元素

180

>>> **me['weight'] = 70** # 添加新元素

>>> **print(me)**

{'height': 180, 'weight': 70}

**1.3.6** 布尔型

Python中有bool 型。 bool 型取True或False 中的一个值。针对bool 型的 运算符包括and 、or 和not（针对数值的运算符有 + 、- 、\* 、/ 等，根据不同的

数据类型使用不同的运算符）。

>>> **hungry = True** # 饿了？

>>> **sleepy = False** # 困了？

>>> **type(hungry)**

<class 'bool'>

>>> **not hungry**

False

>>> **hungry and sleepy** # 饿并且困

False

>>> **hungry or sleepy** # 饿或者困

True
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**1.3.7** if语句

根据不同的条件选择不同的处理分支时可以使用if/else 语句。

>>> **hungry = True**

>>> **if hungry:**

... **print("I'm hungry")**

...

I'm hungry

>>> **hungry = False**

>>> **if hungry:**

... **print("I'm hungry")** # 使用空白字符进行缩进

... **else:**

... **print("I'm not hungry")**

... **print("I'm sleepy")**

...

I'm not hungry

I'm sleepy

Python中的空白字符具有重要的意义。上面的if 语句中，if hungry: 下面 的语句开头有4个空白字符。它是缩进的意思，表示当前面的条件（if hungry） 成立时，此处的代码会被执行。这个缩进也可以用tab表示， Python中推荐 使用空白字符。

Python 使用空白字符表示缩进。一般而言，每缩进一次，使用 4 个空白字符。

**1.3.8** for 语句

进行循环处理时可以使用for 语句。

>>> **for i in [1, 2, 3]:**

... **print(i)**

...

1

2

3

这是输出列表[1, 2, 3] 中的元素的例子。使用for ... in ... : 语句结构，
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可以按顺序访问列表等数据集合中的各个元素。

**1.3.9** 函数

可以将一连串的处理定义成函数（function）。

>>> **def hello():**

... **print("Hello World!")**

...

>>> **hello()**

Hello World!

此外，函数可以取参数。

>>> **def hello(object):**

... **print("Hello " + object + "!")**

...

>>> **hello("cat")**

Hello cat!

另外，字符串的拼接可以使用 +。

关闭Python解释器时，Linux或Mac OS X的情况下输入Ctrl-D（按住 Ctrl，再按D键）； Windows的情况下输入Ctrl-Z，然后按Enter键。

**1.4** Python脚本文件

到目前为止，我们看到的都是基于Python解释器的例子。Python解释 器能够以对话模式执行程序，非常便于进行简单的实验。但是，想进行一 连串的处理时， 因为每次都需要输入程序，所以不太方便。这时，可以将 Python程序保存为文件，然后（集中地）运行这个文件。下面，我们来看一 个Python脚本文件的例子。

**1.4.1** 保存为文件

打开文本编辑器，新建一个hungry.py 的文件。hungry.py 只包含下面一

行语句。
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print("I'm hungry!")

接着，打开终端（Windows中的命令行窗口），移至hungry.py 所在的位置。 然后，将hungry.py文件名作为参数，运行python 命令。这里假设hungry. py 在~/deep-learning-from-scratch/ch01 目录下（在本书提供的源代码中，

hungry.py 文件位于ch01 目录下）。

$ **cd ~/deep-learning-from-scratch/ch01** # 移动目录

$ **python hungry.py**

I'm hungry!

这样，使用python hungry.py命令就可以执行这个Python程序了。

**1.4.2** 类

前面我们了解了int 和str 等数据类型（通过type() 函数可以查看对象的 类型）。这些数据类型是“内置”的数据类型，是 Python中一开始就有的数 据类型。现在，我们来定义新的类。如果用户自己定义类的话，就可以自己 创建数据类型。此外，也可以定义原创的方法（类的函数）和属性。

Python中使用class 关键字来定义类，类要遵循下述格式（模板）。

class 类名：

def init (self, 参数 , … ): # 构造函数

...

def 方法名 1(self, 参数 , … ): # 方法 1

...

def 方法名 2(self, 参数 , … ): # 方法 2

...

这里有一个特殊的 \_\_init\_\_ 方法，这是进行初始化的方法，也称为构造 函数（constructor）, 只在生成类的实例时被调用一次。此外，在方法的第一 个参数中明确地写入表示自身（自身的实例）的self 是Python的一个特点（学 过其他编程语言的人可能会觉得这种写self 的方式有一点奇怪）。

下面我们通过一个简单的例子来创建一个类。这里将下面的程序保存为

man.py 。
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class Man:

def init (self, name):

self.name = name

print("Initialized!")

def hello(self):

print("Hello " + self.name + "!")

def goodbye(self):

print("Good-bye " + self.name + "!")

m = Man("David")

m.hello()

m.goodbye()

从终端运行 man.py。

$ **python man.py**

Initialized!

Hello David!

Good-bye David!

这里我们定义了一个新类 Man。上面的例子中，类 Man 生成了实例（对象）m。

类 Man 的构造函数（初始化方法）会接收参数 name ，然后用这个参数初始 化实例变量self.name 。实例变量是存储在各个实例中的变量。Python中可 以像self.name这样，通过在self 后面添加属性名来生成或访问实例变量。

**1.5** NumPy

在深度学习的实现中，经常出现数组和矩阵的计算。NumPy的数组类 （numpy.array）中提供了很多便捷的方法，在实现深度学习时，我们将使用这 些方法。本节我们来简单介绍一下后面会用到的NumPy。

**1.5.1** 导入 NumPy

NumPy是外部库。这里所说的“外部”是指不包含在标准版Python中。 因此，我们首先要导入NumPy库。
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>>> **import numpy as np**

Python 中使用import 语句来导入库。这里的import numpy as np，直 译的话就是“将 numpy作为 np导入”的意思。通过写成这样的形式，之后 NumPy相关的方法均可通过np 来调用。

**1.5.2** 生成 NumPy 数组

要生成NumPy数组，需要使用np.array() 方法。 np.array() 接收Python 列表作为参数，生成NumPy数组（numpy.ndarray）。

>>> **x = np.array([1.0, 2.0, 3.0])**

>>> **print(x)**

[ 1. 2. 3.]

>>> **type(x)**

<class 'numpy.ndarray'>

**1.5.3** NumPy 的算术运算

下面是NumPy数组的算术运算的例子。

>>> **x = np.array([1.0, 2.0, 3.0])**

>>> **y = np.array([2.0, 4.0, 6.0])**

>>> **x + y** # 对应元素的加法

array([ 3 . , 6 . , 9.])

>>> **x - y**

array([ -1 . , -2 . , -3.])

>>> **x \* y** # element-wise product

array([ 2 . , 8 . , 18.])

>>> **x / y**

array([ 0.5, 0.5, 0.5])

这里需要注意的是，数组 x 和数组y的元素个数是相同的（两者均是元素 个数为 3的一维数组）。当 x 和y的元素个数相同时，可以对各个元素进行算 术运算。如果元素个数不同，程序就会报错，所以元素个数保持一致非常重要。 另外，“对应元素的”的英文是element-wise， 比如“对应元素的乘法”就是 element-wise product。

NumPy数组不仅可以进行element-wise运算，也可以和单一的数值（标量）
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组合起来进行运算。此时，需要在NumPy数组的各个元素和标量之间进行运算。 这个功能也被称为广播（详见后文）。

>>> **x = np.array([1.0, 2.0, 3.0])**

>>> **x / 2.0**

array([ 0.5, 1. , 1.5])

**1.5.4** NumPy 的 **N**维数组

NumPy不仅可以生成一维数组（排成一列的数组），也可以生成多维数组。 比如，可以生成如下的二维数组（矩阵）。

>>> **A = np.array([[1, 2], [3, 4]])**

>>> [[1 [3 >>>

(2,

**print(A)**

2]

4]]

**A.shape**

2)

>>> **A.dtype**

dtype('int64')

这里生成了一个 2 × 2的矩阵A。另外，矩阵 A 的形状可以通过shape 查看，

矩阵元素的数据类型可以通过dtype 查看。下面，我们来看一下矩阵的算术运算。

>>> **B = np.array([[3, 0],[0, 6]])**

>>> **A + B**

array([[ 4, 2],

[ 3, 10]])

>>> **A \* B**

array([[ 3, 0],

[ 0, 24]])

和数组的算术运算一样，矩阵的算术运算也可以在相同形状的矩阵间以 对应元素的方式进行。并且，也可以通过标量（单一数值）对矩阵进行算术运算。

这也是基于广播的功能。

>>> [[1 [3

**print(A)**

2]

4]]
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>>> **A \* 10**

array([[ 10, 20],

[ 30, 40]])

NumPy 数组（ np.array）可以生成 N维数组， 即可以生成一维数组、 二维数组、三维数组等任意维数的数组。数学上将一维数组称为向量， 将二维数组称为矩阵。另外，可以将一般化之后的向量或矩阵等统 称为张量（tensor）。本书基本上将二维数组称为“矩阵”，将三维数 组及三维以上的数组称为“张量”或“多维数组”。

**1.5.5** 广播

NumPy中，形状不同的数组之间也可以进行运算。之前的例子中，在 2×2的矩阵A 和标量10之间进行了乘法运算。在这个过程中， 如图1-1所示， 标量10 被扩展成了 2 × 2的形状，然后再与矩阵A 进行乘法运算。这个巧妙 的功能称为广播（broadcast）。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  | | --- | --- | | 1 | 2 | | 3 | 4 | | \* | |  | | --- | | 10 | | = | |  |  | | --- | --- | | 1 | 2 | | 3 | 4 | | \* | |  |  | | --- | --- | | 10 | 10 | | 10 | 10 | | = | |  |  | | --- | --- | | 10 | 20 | | 30 | 40 | |

图 **1-1** 广播的例子：标量 **10**被当作 **2** × **2**的矩阵

我们通过下面这个运算再来看一个广播的例子。

>>> **A = np.array([[1, 2], [3, 4]])**

>>> **B = np.array([10, 20])**

>>> **A \* B**

array([[ 10, 40],

[ 30, 80]])

在这个运算中，如图 1-2所示，一维数组 B 被“巧妙地”变成了和二位数

组A相同的形状，然后再以对应元素的方式进行运算。

综上，因为NumPy有广播功能，所以不同形状的数组之间也可以顺利 地进行运算。

1.5 NumPy ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **15**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  | | --- | --- | | 1 | 2 | | 3 | 4 | | \* | |  |  | | --- | --- | | 10 | 20 | | = | |  |  | | --- | --- | | 1 | 2 | | 3 | 4 | | \* | |  |  | | --- | --- | | 10 | 20 | | 10 | 20 | | = | |  |  | | --- | --- | | 10 | 40 | | 30 | 80 | |

图 **1-2** 广播的例子 **2**

**1.5.6** 访问元素

元素的索引从 0开始。对各个元素的访问可按如下方式进行。

>>> **X = np.array([[51, 55], [14, 19], [0, 4]])**

>>> **print(X)**

[[51 55]

[14 19]

[ 0 4]]

>>> **X[0]** # 第 0 行

array([51, 55])

>>> **X[0][1]** # (0,1) 的元素

55

也可以使用for 语句访问各个元素。

>>> **for row in X:**

... **print(row)**

...

[51 55]

[14 19]

[0 4]

除了前面介绍的索引操作， NumPy还可以使用数组访问各个元素。

>>> **X = X.flatten()** # 将 X 转换为一维数组

>>> **print(X)**

[51 55 14 19 0 [4]](#bookmark209)

>>> **X[np.array([0, 2, 4])]** # 获取索引为 0 、2 、4 的元素

array([51, 14, 0])

运用这个标记法，可以获取满足一定条件的元素。例如，要从 X 中抽出

大于 15的元素，可以写成如下形式。
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>>> **X > 15**

array([ True, True, False, True, False, False], dtype=bool)

>>> **X[X>15]**

array([51, 55, 19])

对NumPy数组使用不等号运算符等（上例中是X > 15）, 结果会得到一个 布尔型的数组。上例中就是使用这个布尔型数组取出了数组的各个元素（取

出True对应的元素）。

Python 等动态类型语言一般比 C 和 C++ 等静态类型语言（编译型语言） 运算速度慢。实际上，如果是运算量大的处理对象，用 C/C++ 写程 序更好。为此，当 Python 中追求性能时，人们会用 C/C++ 来实现 处理的内容。Python 则承担“中间人”的角色，负责调用那些用 C/ C++ 写的程序。NumPy 中，主要的处理也都是通过 C 或 C++ 实现的。 因此，我们可以在不损失性能的情况下，使用 Python 便利的语法。

**1.6** Matplotlib

在深度学习的实验中，图形的绘制和数据的可视化非常重要。Matplotlib 是用于绘制图形的库，使用Matplotlib可以轻松地绘制图形和实现数据的可 视化。这里，我们来介绍一下图形的绘制方法和图像的显示方法。

**1.6.1** 绘制简单图形

可以使用matplotlib 的pyplot 模块绘制图形。话不多说，我们来看一个

绘制sin函数曲线的例子。

import numpy as np

import matplotlib.pyplot as plt

# 生成数据

x = np.a range(0, 6, 0.1) # 以 0.1 为单位，生成 0 到 6 的数据

y = np.sin(x)

# 绘制图形

1.6 Matplotlib ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **17**

plt.plot(x, y)

plt.show()

这里使用 NumPy的a range 方法生成了[0, 0.1, 0.2, ..., 5.8, 5.9] 的 数据，将其设为 x 。对 x 的各个元素，应用NumPy的sin函数np.sin()，将 x、 y 的数据传给plt.plot 方法，然后绘制图形。最后，通过plt.show() 显示图形。

运行上述代码后，就会显示图 1-3所示的图形。

|  |  |  |
| --- | --- | --- |
| 1.0  0.5  0.0  −0.5  −1.0 | |  | | --- | |  | |
| 0 1 2 3 4 5 6 | |

图 **1**-**3 sin**函数的图形

**1.6.2** pyplot 的功能

在刚才的sin函数的图形中，我们尝试追加cos函数的图形，并尝试使用 pyplot 的添加标题和 x 轴标签名等其他功能。

import numpy as np

import matplotlib.pyplot as plt

# 生成数据

x = np.a range(0, 6, 0.1) # 以 0.1 为单位，生成 0 到 6 的数据

y1 = np.sin(x)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjP29YHOhH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH3bCFFRaORTAAAAAElFTkSuQmCC)
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y2 = np.cos(x)

# 绘制图形

plt.plot(x, y1, label="sin")

plt.plot(x, y2, linestyle = " --", label="cos") # 用虚线绘制

plt.xlabel("x") # x 轴标签

plt.ylabel("y") # y 轴标签

plt.title('sin & cos') # 标题

plt.legend()

plt.show()

结果如图 1-4所示，我们看到图的标题、轴的标签名都被标出来了。

|  |  |  |
| --- | --- | --- |
| sin & cos  1.0  y   |  | | --- | |  |  |  | | --- | | sin  cos |   0.5  0.0  −0.5  −1.0  0 1 2 3 4 5 6  x |

图 **1-4 sin**函数和 **cos**函数的图形

**1.6.3** 显示图像

pyplot 中还提供了用于显示图像的方法imshow()。另外，可以使用

matplotlib.image 模块的imread() 方法读入图像。下面我们来看一个例子。

import matplotlib.pyplot as plt

from matplotlib.image import imread

1.7 小结 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **19**

img = imread('lena.png') # 读入图像（设定合适的路径！）

plt.imshow(img)

plt.show()

运行上述代码后，会显示图 1-5所示的图像。

|  |  |
| --- | --- |
| 0  50  100  150  200  250 | 0 50 100 150 200 250 |

图 **1-5** 显示图像

这里，我们假定图像lena.png 在当前目录下。读者根据自己的环境，可 能需要变更文件名或文件路径。另外，本书提供的源代码中，在dataset 目 录下有样本图像lena.png。比如，在通过 Python解释器从ch01 目录运行上 述代码的情况下，将图像的路径'lena.png' 改为 ' ../dataset/lena.png'，即

可正确运行。

**1.7** 小结

本章重点介绍了实现深度学习（神经网络）所需的编程知识，以为学习 深度学习做好准备。从下一章开始，我们将通过使用Python实际运行代码， 逐步了解深度学习。

**20**
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本章只介绍了关于Python 的最低限度的知识，想进一步了解Python 的 读者，可以参考下面这些图书。首先推荐《Python 语言及其应用》[1] 一书。 这是一本详细介绍从 Python 编程的基础到应用的实践性的入门书。关于 NumPy，《利用Python 进行数据分析》[2] 一书中进行了简单易懂的总结。此 外，“Scipy Lecture Notes ”[3] 这个网站上也有以科学计算为主题的NumPy 和Matplotlib 的详细介绍，有兴趣的读者可以参考。

下面，我们来总结一下本章所学的内容，如下所示。

|  |
| --- |
| 本章所学的内容  . Python 是一种简单易记的编程语言。  . Python 是开源的，可以自由使用。  . 本书中将使用Python 3.x实现深度学习。  . 本书中将使用NumPy 和Matplotlib 这两种外部库。  . Python 有“解释器”和“脚本文件”两种运行模式。  . Python 能够将一系列处理集成为函数或类等模块。  . NumPy 中有很多用于操作多维数组的便捷方法。 |

第2章

感知机

本章将介绍感知机①（perceptron）这一算法。感知机是由美国学者Frank Rosenblatt 在 1957 年提出来的。为何我们现在还要学习这一很久以前就有 的算法呢？因为感知机也是作为神经网络（深度学习）的起源的算法。因此，

学习感知机的构造也就是学习通向神经网络和深度学习的一种重要思想。

本章我们将简单介绍一下感知机，并用感知机解决一些简单的问题。希 望读者通过这个过程能熟悉感知机。

**2.1** 感知机是什么

感知机接收多个输入信号，输出一个信号。这里所说的“信号”可以想 象成电流或河流那样具备“流动性”的东西。像电流流过导线， 向前方输送 电子一样，感知机的信号也会形成流， 向前方输送信息。但是，和实际的电 流不同的是，感知机的信号只有“流 / 不流”（1/0）两种取值。在本书中，0 对应“不传递信号”，1 对应“传递信号”。

图 2-1 是一个接收两个输入信号的感知机的例子。x1 、x2 是输入信号， y 是输出信号，w1 、w2 是权重（w 是 weight 的首字母）。图中的○称为“神 经元”或者“节点”。输入信号被送往神经元时，会被分别乘以固定的权重

① 严格地讲，本章中所说的感知机应该称为“人工神经元”或“朴素感知机”，但是因为很多基本的处 理都是共通的，所以这里就简单地称为“感知机”。
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（w1x1 、w2x2）。神经元会计算传送过来的信号的总和，只有当这个总和超过 了某个界限值时，才会输出 1。这也称为“神经元被激活”。这里将这个界

限值称为阈值，用符号θ表示。

|  |
| --- |
| w1  x1  y  w2  x2 |

图 **2-1** 有两个输入的感知机

感知机的运行原理只有这些！把上述内容用数学式来表示，就是式（2.1）。
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（2.1）

感知机的多个输入信号都有各自固有的权重，这些权重发挥着控制各个 信号的重要性的作用。也就是说，权重越大，对应该权重的信号的重要性就

越高。

权重相当于电流里所说的电阻。电阻是决定电流流动难度的参数， 电阻越低，通过的电流就越大。而感知机的权重则是值越大，通过 的信号就越大。不管是电阻还是权重，在控制信号流动难度（或者流 动容易度）这一点上的作用都是一样的。

2.2 简单逻辑电路 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **23**

**2.2** 简单逻辑电路

**2.2.1** 与门

现在让我们考虑用感知机来解决简单的问题。这里首先以逻辑电路为题 材来思考一下与门（AND gate）。与门是有两个输入和一个输出的门电路。图 2-2 这种输入信号和输出信号的对应表称为“真值表”。如图 2-2 所示，与门仅在

两个输入均为 1 时输出 1，其他时候则输出 0。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  | | --- | --- | --- | | x1 | x2 | y | | 0 | 0 | 0 | | 1 | 0 | 0 | | 0 | 1 | 0 | | 1 | 1 | 1 | |

图 **2-2** 与门的真值表

下面考虑用感知机来表示这个与门。需要做的就是确定能满足图 2-2 的 真值表的 w1 、w2 、θ的值。那么，设定什么样的值才能制作出满足图 2-2 的 条件的感知机呢？

实际上，满足图 2-2 的条件的参数的选择方法有无数多个。比如，当 (w1 , w2 , θ) = (0.5, 0.5, 0.7) 时，可以满足图 2-2 的条件。此外，当 (w1 , w2 , θ) 为(0.5, 0.5, 0.8) 或者(1.0, 1.0, 1.0) 时， 同样也满足与门的条件。设定这样的 参数后，仅当 x1 和 x2 同时为 1 时，信号的加权总和才会超过给定的阈值θ。

**2.2.2** 与非门和或门

接着，我们再来考虑一下与非门（NAND gate）。NAND 是Not AND 的
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意思，与非门就是颠倒了与门的输出。用真值表表示的话，如图 2-3 所示， 仅当 x1 和 x2 同时为 1 时输出 0，其他时候则输出 1。那么与非门的参数又可 以是什么样的组合呢？

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  | | --- | --- | --- | | x1 | x2 | y | | 0 | 0 | 1 | | 1 | 0 | 1 | | 0 | 1 | 1 | | 1 | 1 | 0 | |

图 **2-3** 与非门的真值表

要表示与非门，可以用 (w1 , w2 , θ) = (−0.5, −0.5, −0.7) 这样的组合（其 他的组合也是无限存在的）。实际上，只要把实现与门的参数值的符号取反，

就可以实现与非门。

接下来看一下图 2-4 所示的或门。或门是“只要有一个输入信号是 1，输 出就为 1”的逻辑电路。那么我们来思考一下，应该为这个或门设定什么样 的参数呢？

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  | | --- | --- | --- | | x1 | x2 | y | | 0 | 0 | 0 | | 1 | 0 | 1 | | 0 | 1 | 1 | | 1 | 1 | 1 | |

图 **2-4** 或门的真值表
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这里决定感知机参数的并不是计算机，而是我们人。我们看着真值 表这种“训练数据”，人工考虑（想到）了参数的值。而机器学习的课 题就是将这个决定参数值的工作交由计算机自动进行。学习是确定 合适的参数的过程，而人要做的是思考感知机的构造（模型），并把 训练数据交给计算机。

如上所示，我们已经知道使用感知机可以表示与门、与非门、或门的逻 辑电路。这里重要的一点是：与门、与非门、或门的感知机构造是一样的。 实际上，3 个门电路只有参数的值（权重和阈值）不同。也就是说，相同构造 的感知机，只需通过适当地调整参数的值，就可以像“变色龙演员”表演不

同的角色一样，变身为与门、与非门、或门。

**2.3** 感知机的实现

**2.3.1** 简单的实现

现在，我们用Python 来实现刚才的逻辑电路。这里，先定义一个接收 参数 x1 和x2 的AND 函数。

def AND(x1, x2):

w1, w2, theta = 0.5, 0.5, 0.7

tmp = x1\*w1 + x2\*w2

if tmp <= theta:

return 0

elif tmp > theta:

return 1

在函数内初始化参数 w1、w2、theta，当输入的加权总和超过阈值时返回 1，

否则返回0。我们来确认一下输出结果是否如图 2-2 所示。

AND(0, 0) # 输出 0

AND(1, 0) # 输出 0

AND(0, 1) # 输出 0

AND(1, 1) # 输出 1

果然和我们预想的输出一样！这样我们就实现了与门。按照同样的步骤，
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也可以实现与非门和或门，不过让我们来对它们的实现稍作修改。

**2.3.2** 导入权重和偏置

刚才的与门的实现比较直接、容易理解，但是考虑到以后的事情，我们 将其修改为另外一种实现形式。在此之前，首先把式（2.1）的θ换成−b，于 是就可以用式（2.2）来表示感知机的行为。
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（2.2）

式（2.1）和式（2.2）虽然有一个符号不同，但表达的内容是完全相同的。 此处， b 称为偏置，w1 和 w2 称为权重。如式（2.2）所示，感知机会计算输入 信号和权重的乘积，然后加上偏置，如果这个值大于0 则输出1，否则输出0。 下面，我们使用NumPy，按式（2.2）的方式实现感知机。在这个过程中，我 们用Python 的解释器逐一确认结果。

>>> **import numpy as np**

>>> **x = np.array([0, 1])** # 输入

>>> **w = np.array([0.5, 0.5])** # 权重

>>> **b = -0.7** # 偏置

>>> **w\*x**

array([ 0. , 0.5])

>>> **np.sum(w\*x)**

0.5

>>> **np.sum(w\*x) + b**

-0.19999999999999996 # 大约为 -0.2（由浮点小数造成的运算误差）

如上例所示，在NumPy 数组的乘法运算中，当两个数组的元素个数相同时， 各个元素分别相乘，因此w\*x 的结果就是它们的各个元素分别相乘（[0, 1] \* [0.5, 0.5] => [0, 0.5]）。之后，np.sum(w\*x) 再计算相乘后的各个元素的总和。

最后再把偏置加到这个加权总和上，就完成了式（2.2）的计算。

**2.3.3** 使用权重和偏置的实现

使用权重和偏置，可以像下面这样实现与门。
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2.3 感知机的实现 I **27**

def AND(x1, x2):

x = np.array([x1, x2])

w = np.array([0.5, 0.5])

b = -0.7

tmp = np.sum(w\*x) + b

if tmp <= 0:

return 0

else:

return 1

这里把−θ命名为偏置 b，但是请注意，偏置和权重 w1 、w2 的作用是不 一样的。具体地说，w1 和 w2 是控制输入信号的重要性的参数，而偏置是调 整神经元被激活的容易程度（输出信号为 1 的程度）的参数。比如，若 b 为 −0.1，则只要输入信号的加权总和超过 0.1，神经元就会被激活。但是如果 b 为−20.0，则输入信号的加权总和必须超过 20.0，神经元才会被激活。像这样， 偏置的值决定了神经元被激活的容易程度。另外，这里我们将 w1 和 w2 称为权重， 将 b 称为偏置，但是根据上下文，有时也会将 b、w1、w2 这些参数统称为权重。

偏置这个术语，有“穿木屐”① 的效果，即在没有任何输入时（输入为 0 时），给输出穿上多高的木屐（加上多大的值）的意思。实际上，在 式 (2.2) 的 b + w1x1 + w2x2 的计算中， 当输入 x1 和 x2 为 0 时，只输出 偏置的值。

接着，我们继续实现与非门和或门。

def NAND(x1, x2):

x = np.array([x1, x2])

**w = np.array([-0.5, -0.5])** # 仅权重和偏置与 AND 不同！

**b = 0.7**

tmp = np.sum(w\*x) + b

if tmp <= 0:

return 0

else:

return 1

def OR(x1, x2):

① 因为木屐的底比较厚，穿上它后，整个人也会显得更高。——译者注
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x = np.array([x1, x2])

**w = np.array([0.5, 0.5])** # 仅权重和偏置与 AND 不同！

**b = -0.2**

tmp = np.sum(w\*x) + b

if tmp <= 0:

return 0

else:

return 1

我们在 2.2 节介绍过，与门、与非门、或门是具有相同构造的感知机， 区别只在于权重参数的值。因此，在与非门和或门的实现中，仅设置权重和

偏置的值这一点和与门的实现不同。

**2.4** 感知机的局限性

到这里我们已经知道，使用感知机可以实现与门、与非门、或门三种逻 辑电路。现在我们来考虑一下异或门（XOR gate）。

**2.4.1** 异或门

异或门也被称为逻辑异或电路。如图 2-5 所示，仅当 x1 或 x2 中的一方为 1 时，才会输出 1（“异或”是拒绝其他的意思）。那么，要用感知机实现这个 异或门的话，应该设定什么样的权重参数呢？

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  | | --- | --- | --- | | x1 | x2 | y | | 0 | 0 | 0 | | 1 | 0 | 1 | | 0 | 1 | 1 | | 1 | 1 | 0 | |

图 **2-5** 异或门的真值表
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实际上，用前面介绍的感知机是无法实现这个异或门的。为什么用感知 机可以实现与门、或门，却无法实现异或门呢？下面我们尝试通过画图来思

考其中的原因。

首先，我们试着将或门的动作形象化。或门的情况下，当权重参数 (b, w1 , w2) = (−0.5, 1.0, 1.0) 时，可满足图 2-4 的真值表条件。此时，感知机 可用下面的式（2.3）表示。
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( - 0 . 5 + 1+ C2 ≤ 0)
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（2.3）

式（2.3）表示的感知机会生成由直线−0.5 + x1 + x2 = 0 分割开的两个空 间。其中一个空间输出 1，另一个空间输出 0，如图 2-6 所示。

|  |  |
| --- | --- |
| x2 | |
| 1      0  1 | x1 |

图 **2-6** 感知机的可视化：灰色区域是感知机输出 **0** 的区域，这个区域与或门的性质一致

或门在 (x1 , x2) = (0, 0) 时输出 0，在 (x1 , x2) 为 (0, 1) 、(1, 0) 、(1, 1) 时输 出 1。图 2-6 中，○表示 0， △表示 1。如果想制作或门，需要用直线将图 2-6
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中的○和△分开。实际上，刚才的那条直线就将这 4 个点正确地分开了。

那么，换成异或门的话会如何呢？能否像或门那样，用一条直线作出分

割图 2-7 中的○和△的空间呢？

|  |  |
| --- | --- |
| x2 | |
| 0 1  1 | x1 |

图 **2-7** ○和△表示异或门的输出。可否通过一条直线作出分割○和△的空间呢？

想要用一条直线将图2-7 中的○和△分开，无论如何都做不到。事实上，

用一条直线是无法将○和△分开的。

**2.4.2** 线性和非线性

图 2-7 中的○和△无法用一条直线分开，但是如果将“直线”这个限制条

件去掉，就可以实现了。比如，我们可以像图2-8 那样，作出分开○和△的空间。

感知机的局限性就在于它只能表示由一条直线分割的空间。图2-8这样弯 曲的曲线无法用感知机表示。另外，由图2-8这样的曲线分割而成的空间称为 非线性空间，由直线分割而成的空间称为线性空间。线性、非线性这两个术

语在机器学习领域很常见，可以将其想象成图2-6和图2-8所示的直线和曲线。
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|  |  |
| --- | --- |
| x2 | |
| 1  1  0 | x1 |

图 **2-8** 使用曲线可以分开○和△

**2.5** 多层感知机

感知机不能表示异或门让人深感遗憾，但也无需悲观。实际上，感知机 的绝妙之处在于它可以“叠加层”（通过叠加层来表示异或门是本节的要点）。 这里，我们暂且不考虑叠加层具体是指什么，先从其他视角来思考一下异或

门的问题。

**2.5.1** 已有门电路的组合

异或门的制作方法有很多，其中之一就是组合我们前面做好的与门、与 非门、或门进行配置。这里，与门、与非门、或门用图 2-9 中的符号表示。另外，

图 2-9 中与非门前端的○表示反转输出的意思。

那么，请思考一下，要实现异或门的话，需要如何配置与门、与非门和 或门呢？这里给大家一个提示，用与门、与非门、或门代替图2-10 中的各个 “？”，就可以实现异或门。
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|  |  |  |
| --- | --- | --- |
| AND | NAND | OR |

图 **2-9** 与门、与非门、或门的符号

|  |
| --- |
| x1  y  x2 |

图 **2-10** 将与门、与非门、或门代入到“？”中，就可以实现异或门！

2.4 节讲到的感知机的局限性，严格地讲，应该是“单层感知机无法 表示异或门”或者“单层感知机无法分离非线性空间”。接下来，我 们将看到通过组合感知机（叠加层）就可以实现异或门。

异或门可以通过图 2-11所示的配置来实现。这里，x1 和 x2 表示输入信号， y表示输出信号。x1 和 x2 是与非门和或门的输入，而与非门和或门的输出则 是与门的输入。

|  |
| --- |
| x1  s1  y  s2  x2 |

图 **2-11** 通过组合与门、与非门、或门实现异或门

现在，我们来确认一下图2-11的配置是否真正实现了异或门。这里，把 s1 作为与非门的输出，把 s2 作为或门的输出，填入真值表中。结果如图 2-12 所示，观察 x1 、x2 、y，可以发现确实符合异或门的输出。
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  | | --- | --- | --- | --- | --- | | x1 | x2 | s1 | s2 | y | | 0 | 0 | 1 | 0 | 0 | | 1 | 0 | 1 | 1 | 1 | | 0 | 1 | 1 | 1 | 1 | | 1 | 1 | 0 | 1 | 0 | |

图 **2-12** 异或门的真值表

**2.5.2** 异或门的实现

下面我们试着用Python 来实现图 2-11 所示的异或门。使用之前定义的 AND 函数、 NAND 函数、 OR 函数，可以像下面这样（轻松地）实现。

def XOR(x1, x2):

s1 = NAND(x1, x2)

s2 = OR(x1, x2)

y = AND(s1, s2)

return y

这个XOR 函数会输出预期的结果。

XOR(0, 0) # 输出 0

XOR(1, 0) # 输出 1

XOR(0, 1) # 输出 1

XOR(1, 1) # 输出 0

这样，异或门的实现就完成了。下面我们试着用感知机的表示方法（明

确地显示神经元）来表示这个异或门，结果如图 2-13 所示。

如图 2-13 所示，异或门是一种多层结构的神经网络。这里，将最左边的

一列称为第 0 层，中间的一列称为第 1 层，最右边的一列称为第 2 层。

图 2-13 所示的感知机与前面介绍的与门、或门的感知机（图 2-1）形状不 同。实际上，与门、或门是单层感知机，而异或门是 2 层感知机。叠加了多 层的感知机也称为多层感知机（multi-layered perceptron）。
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|  |
| --- |
| 第0层 第1层 第2层  x1 s1  y  x2 s2 |

图 **2-13** 用感知机表示异或门

图 2-13 中的感知机总共由 3 层构成，但是因为拥有权重的层实质 上只有 2 层（第 0 层和第 1 层之间，第 1 层和第 2 层之间），所以称 为“2 层感知机”。不过，有的文献认为图 2-13 的感知机是由 3 层 构成的，因而将其称为“3 层感知机”。

在图 2-13 所示的 2 层感知机中，先在第 0 层和第 1 层的神经元之间进行 信号的传送和接收，然后在第 1 层和第 2 层之间进行信号的传送和接收，具 体如下所示。

1. 第0 层的两个神经元接收输入信号，并将信号发送至第 1 层的神经元。 2. 第 1 层的神经元将信号发送至第2 层的神经元，第2 层的神经元输出y。

这种 2 层感知机的运行过程可以比作流水线的组装作业。第 1 段（第 1 层） 的工人对传送过来的零件进行加工，完成后再传送给第 2 段（第 2 层）的工人。 第 2 层的工人对第 1 层的工人传过来的零件进行加工，完成这个零件后出货

（输出）。

像这样，在异或门的感知机中，工人之间不断进行零件的传送。通过这 样的结构（2 层结构），感知机得以实现异或门。这可以解释为“单层感知机 无法表示的东西，通过增加一层就可以解决”。也就是说，通过叠加层（加深

层），感知机能进行更加灵活的表示。
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**2.6** 从与非门到计算机

多层感知机可以实现比之前见到的电路更复杂的电路。比如，进行加法 运算的加法器也可以用感知机实现。此外，将二进制转换为十进制的编码器、 满足某些条件就输出1的电路（用于等价检验的电路）等也可以用感知机表示。

实际上，使用感知机甚至可以表示计算机！

计算机是处理信息的机器。向计算机中输入一些信息后，它会按照某种 既定的方法进行处理，然后输出结果。所谓“按照某种既定的方法进行处理” 是指，计算机和感知机一样，也有输入和输出，会按照某个既定的规则进行

计算。

人们一般会认为计算机内部进行的处理非常复杂，而令人惊讶的是，实 际上只需要通过与非门的组合，就能再现计算机进行的处理。这一令人吃惊 的事实说明了什么呢？说明使用感知机也可以表示计算机。前面也介绍了， 与非门可以使用感知机实现。也就是说，如果通过组合与非门可以实现计算 机的话，那么通过组合感知机也可以表示计算机（感知机的组合可以通过叠

加了多层的单层感知机来表示）。

说到仅通过与非门的组合就能实现计算机，大家也许一下子很难相信。 建议有兴趣的读者看一下《计算机系统要素：从零开始构建现代计 算机》。这本书以深入理解计算机为主题，论述了通过 NAND 构建可 运行俄罗斯方块的计算机的过程。此书能让读者真实体会到，通过 简单的 NAND 元件就可以实现计算机这样复杂的系统。

综上，多层感知机能够进行复杂的表示，甚至可以构建计算机。那么， 什么构造的感知机才能表示计算机呢？层级多深才可以构建计算机呢？

理论上可以说 2层感知机就能构建计算机。这是因为，已有研究证明， 2层感知机（严格地说是激活函数使用了非线性的sigmoid函数的感知机，具 体请参照下一章）可以表示任意函数。但是，使用 2层感知机的构造，通过

**36**

1 第 2 章 感知机

设定合适的权重来构建计算机是一件非常累人的事情。实际上，在用与非门 等低层的元件构建计算机的情况下，分阶段地制作所需的零件（模块）会比 较自然，即先实现与门和或门，然后实现半加器和全加器，接着实现算数逻 辑单元（ALU），然后实现CPU。因此，通过感知机表示计算机时，使用叠

加了多层的构造来实现是比较自然的流程。

本书中不会实际来实现计算机，但是希望读者能够记住，感知机通过叠

加层能够进行非线性的表示，理论上还可以表示计算机进行的处理。

**2.7** 小结

本章我们学习了感知机。感知机是一种非常简单的算法，大家应该很快 就能理解它的构造。感知机是下一章要学习的神经网络的基础， 因此本章的

内容非常重要。

|  |
| --- |
| 本章所学的内容  . 感知机是具有输入和输出的算法。给定一个输入后，将输出一个既 定的值。  . 感知机将权重和偏置设定为参数。  . 使用感知机可以表示与门和或门等逻辑电路。  . 异或门无法通过单层感知机来表示。  . 使用2层感知机可以表示异或门。  . 单层感知机只能表示线性空间，而多层感知机可以表示非线性空间。 . 多层感知机（在理论上）可以表示计算机。 |

第3章

神经网络

上一章我们学习了感知机。关于感知机，既有好消息，也有坏消息。好 消息是，即便对于复杂的函数，感知机也隐含着能够表示它的可能性。上一 章已经介绍过，即便是计算机进行的复杂处理，感知机（理论上）也可以将 其表示出来。坏消息是，设定权重的工作，即确定合适的、能符合预期的输 入与输出的权重，现在还是由人工进行的。上一章中，我们结合与门、或门

的真值表人工决定了合适的权重。

神经网络的出现就是为了解决刚才的坏消息。具体地讲，神经网络的一 个重要性质是它可以自动地从数据中学习到合适的权重参数。本章中，我们 会先介绍神经网络的概要，然后重点关注神经网络进行识别时的处理。在下 一章中，我们将了解如何从数据中学习权重参数。

**3.1** 从感知机到神经网络

神经网络和上一章介绍的感知机有很多共同点。这里，我们主要以两者

的差异为中心，来介绍神经网络的结构。

**3.1.1** 神经网络的例子

用图来表示神经网络的话，如图 3- 1 所示。我们把最左边的一列称为

输入层，最右边的一列称为输出层， 中间的一列称为中间层。中间层有时
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也称为隐藏层。“隐藏”一词的意思是， 隐藏层的神经元（和输入层、输出 层不同）肉眼看不见。另外，本书中把输入层到输出层依次称为第 0 层、第 1 层、第 2 层（层号之所以从 0 开始，是为了方便后面基于 Python 进行实现）。 图 3- 1 中，第 0 层对应输入层，第 1 层对应中间层，第 2 层对应输出层。

|  |
| --- |
| 中间层 |
| 输出层  输入层 |

图 **3-1** 神经网络的例子

图 3-1 中的网络一共由 3 层神经元构成，但实质上只有 2 层神经 元有权重， 因此将其称为“2 层网络”。请注意，有的书也会根据 构成网络的层数，把图 3-1 的网络称为“3 层网络”。本书将根据 实质上拥有权重的层数（输入层、隐藏层、输出层的总数减去 1 后的数量）来表示网络的名称。

只看图 3-1 的话，神经网络的形状类似上一章的感知机。实际上，就神 经元的连接方式而言，与上一章的感知机并没有任何差异。那么，神经网络 中信号是如何传递的呢？

**3.1.2** 复习感知机

在观察神经网络中信号的传递方法之前，我们先复习一下感知机。现在
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来思考一下图 3-2 中的网络结构。

|  |
| --- |
| x1  w1  y  w2  x2 |

图 **3-2** 复习感知机

图 3-2 中的感知机接收 x1 和 x2 两个输入信号，输出 y。如果用数学式来 表示图 3-2 中的感知机，则如式（3.1）所示。

g =

(b ＋11＋ uw2![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAh0lEQVQImU3KIaoCUQBA0TM4oIhdTe/JA5NYFVyL1VXYTS7jr+L/LCgWg2HCwLxk0WD6RssI3na5t9CSQlwg44Elzp02bHDBDlP8Y1umEOf4rXOTU4h9HFHh6psUYpVC7H28bO8OhrjXuXmlELuYldjjhAFuKcQCa/wUKcQxVjhghAn+6tw836W4H9SiidDmAAAAAElFTkSuQmCC)2 ≤ 0)
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（3.1）

b 是被称为偏置的参数，用于控制神经元被激活的容易程度；而 w1 和 w2 是表示各个信号的权重的参数，用于控制各个信号的重要性。

顺便提一下，在图 3-2 的网络中，偏置 b 并没有被画出来。如果要明确 地表示出 b，可以像图 3-3 那样做。图 3-3 中添加了权重为 b 的输入信号 1。这 个感知机将 x1、x2、1 三个信号作为神经元的输入，将其和各自的权重相乘后， 传送至下一个神经元。在下一个神经元中，计算这些加权信号的总和。如果 这个总和超过 0，则输出 1，否则输出 0。另外，由于偏置的输入信号一直是 1，

所以为了区别于其他神经元，我们在图中把这个神经元整个涂成灰色。

现在将式（3.1）改写成更加简洁的形式。为了简化式（3.1），我们用一个 函数来表示这种分情况的动作（超过 0 则输出 1，否则输出 0）。引入新函数 h(x)，将式（3.1）改写成下面的式（3.2）和式（3.3）。

y = h(b + w1x1 + w2x2) （ 3.2）
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|  |
| --- |
| 1  b  w1  x1  y  w2  x2 |

图 **3-3** 明确表示出偏置

h(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAGCAYAAAD+Bd/7AAAAeklEQVQImU3KMQrCQABE0ZfgBQIKVtnF7b2CJ1Bs9QpiaSHkLlaCXsPWzj6QgKUnEBGLbOGHYfjMFJBCnGCJCg9MMUdTGljhhDsaXDHDsKcQx7l3KcSjP0po++6VfYFbPldQpBBrHHKeqPHFuu27ywgF3thgjy0+OMMPheAXTYLWajEAAAAASUVORK5CYII=)) =
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(C ＞ 0)

（3.3）

式（3.2）中，输入信号的总和会被函数 h(x) 转换，转换后的值就是输出 y。 然后，式（3.3）所表示的函数 h(x)，在输入超过 0 时返回 1，否则返回 0。因此， 式（3.1）和式（3.2）、式（3.3）做的是相同的事情。

**3.1.3** 激活函数登场

刚才登场的 h（x）函数会将输入信号的总和转换为输出信号，这种函数 一般称为激活函数（activation function）。如“激活”一词所示，激活函数的 作用在于决定如何来激活输入信号的总和。

现在来进一步改写式（3.2）。式（3.2）分两个阶段进行处理，先计算输入 信号的加权总和，然后用激活函数转换这一总和。因此，如果将式（3.2）写

得详细一点，则可以分成下面两个式子。

a = b + w1x1 + w2x2

y = h(a)

（3.4）

（3.5）

首先，式（3.4）计算加权输入信号和偏置的总和，记为a。然后， 式（3.5） 用 h() 函数将 a 转换为输出 y。
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之前的神经元都是用一个○表示的，如果要在图中明确表示出式（3.4） 和式（3.5），则可以像图 3-4 这样做。

|  |
| --- |
| 1  b  h()  w1  x1  y  a  w2  x2 |

图 **3-4** 明确显示激活函数的计算过程

如图 3-4 所示，表示神经元的○中明确显示了激活函数的计算过程，即 信号的加权总和为节点 a，然后节点 a 被激活函数 h() 转换成节点 y。本书中，“神 经元”和“节点”两个术语的含义相同。这里，我们称 a 和 y 为“节点”，其实 它和之前所说的“神经元”含义相同。

通常如图 3-5 的左图所示，神经元用一个○表示。本书中，在可以明确 神经网络的动作的情况下，将在图中明确显示激活函数的计算过程，如图 3-5

的右图所示。

|  |
| --- |
| y  h() a |

图 **3**-**5** 左图是一般的神经元的图，右图是在神经元内部明确显示激活函数的计算过程的图（**a** 表示输入信号的总和， **h()** 表示激活函数， **y**表示输出）

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAA2AD0DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwD3e9kaKymkQ4dUJBx3xWVrl9NpFl5ou5Glc7Y1KLgn346Vp6j/AMg65/65t/KuZ8bAeZYlw3l/Pkr17UAZYs9d1eYyHzXDj75cBMegxx+FReXrOh4m/fQqG29cqf6Gu60n7PHpdokA2I0QZVY888n+dTag7x6fO8SB3WMlVIyCcU7gYvh/U7nWIZfNuXSWIjO1VwQc47e1bP2ef/n9k/74T/CszRNDk0y5muZboStMOiLtHXOa3aQFLE0N1ArXDSLIxBDKo7E9h7Vcqtcf8fdp/vt/6CatUAVdRIGm3JPAEbfyrnPEup2d7A9pDE9zJGN5kj+7H7571salM91ZTpAGWIRkvKVwCMdFz1z60t3ssIFt7C2i+0TnaiBcA+pb2FAHnsF/cQXkN0sjGSLAXJ7DjH0xXcaL4ki1RpY5lSCReVUt1Xv+Vc5qHhe6s7T7S80TuXAMaDHJPAX1+lYTqyOVZSrA4IPamI9dGAAAOKK5Hw/4mMjpaXzqvyqkb46n3P5V12RSGVrj/j7tP99v/QTVmq1wQbqz/wB9v/QTVmgCtqP/ACDbnH/PNv5UkFqIJZLiaQyTOMFjwFHoPQUuon/iXXP/AFzb+VWSAwIIyD2NAGcVi1G5MjFXtrfhOeGfHJ/AcfXNYeo2UF1YnUb6b7PETtgRI1Pyfw475PJ610tzBJLF5MLpGjAq3y5OPbmquraSmo6ctujeU8RDRMP4SOn4UAcfY6Ab/UsRJcx2PUTSIAen+NdJ/YFzeDbqmoyTxofkSMBR9Tx1qHTPEKwyQ6ZfpIl2p8pnOCpPbJz3rpM0wOPKXPhe6heaRp9OLnYAeUJB7H2rrLe4iuoEnhbdG4ypHeqmp2kN81tb3Cb42dsj/gJrNtnPhwPaSrLLblt0LKuSB3B/SkBvyIssbI6hlYYIPcVB9gtf+eC0UUAH2C1/54LR9gtf+eC0UUAZuq+G7W9UPCqxTr0POG9j/jUWjKsry2lzBG8kAAMgJ5/x+vH0oopgbMdnbxSCRIlDjofSp6KKQH//2Q==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAJCAYAAAD6reaeAAAAT0lEQVQImbXIsQ1AQAAAwAs/wMcC/8kXNrCDRGUDkxmCdSSsoJdoFAqtKw+UlENJefAIJeUJLTqsUG3HPmPxUvnwR9Yl5RE92ibGq4nxvAE7QgpjeuS6uQAAAABJRU5ErkJggg==)

**42**

1 第 3 章 神经网络

下面，我们将仔细介绍激活函数。激活函数是连接感知机和神经网络的

桥梁。

本书在使用“感知机”一词时，没有严格统一它所指的算法。一 般而言，“朴素感知机”是指单层网络，指的是激活函数使用了阶 跃函数 ① 的模型。“多层感知机”是指神经网络， 即使用 sigmoid 函数（后述）等平滑的激活函数的多层网络。

**3.2** 激活函数

式（3.3）表示的激活函数以阈值为界，一旦输入超过阈值，就切换输出。 这样的函数称为“阶跃函数”。因此，可以说感知机中使用了阶跃函数作为 激活函数。也就是说，在激活函数的众多候选函数中，感知机使用了阶跃函数。 那么，如果感知机使用其他函数作为激活函数的话会怎么样呢？实际上，如 果将激活函数从阶跃函数换成其他函数，就可以进入神经网络的世界了。下

面我们就来介绍一下神经网络使用的激活函数。

**3.2.1** sigmoid 函数

神经网络中经常使用的一个激活函数就是式（3.6）表示的 sigmoid 函数

（sigmoid function）。

h( )=1+ ~~exp(~~ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAgElEQVQImX3MsQpBYRxA8d91rzLKJur78s9m8wQWk90TeCyrVzCKlzCpaxAbUhYpi8HkTGc4Hf5QRMoVFnhgiBPGWFWYY4kXLgiUOIuUmxApR6S8+d1Wh2P9+voEu2/Yx7kRKW8j5R5m2EfKBaaHY/0uO+12C12sMMIA6+v99vwAFJocbcSX72IAAAAASUVORK5CYII=)~~)~~  （ 3.6）

式（3.6）中的exp(−x) 表示e−x 的意思。e 是纳皮尔常数2.7182 ...。式（3.6） 表示的sigmoid 函数看上去有些复杂，但它也仅仅是个函数而已。而函数就是 给定某个输入后，会返回某个输出的转换器。比如，向sigmoid 函数输入1.0或2.0 后，就会有某个值被输出，类似h(1.0) = 0.731 ...、h(2.0) = 0.880 ... 这样。

神经网络中用sigmoid 函数作为激活函数，进行信号的转换，转换后的

① 阶跃函数是指一旦输入超过阈值，就切换输出的函数。
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信号被传送给下一个神经元。实际上，上一章介绍的感知机和接下来要介绍 的神经网络的主要区别就在于这个激活函数。其他方面， 比如神经元的多层 连接的构造、信号的传递方法等，基本上和感知机是一样的。下面，让我们

通过和阶跃函数的比较来详细学习作为激活函数的sigmoid 函数。

**3.2.2** 阶跃函数的实现

这里我们试着用Python 画出阶跃函数的图（从视觉上确认函数的形状对 理解函数而言很重要）。阶跃函数如式（3.3）所示，当输入超过 0 时，输出 1，

否则输出 0。可以像下面这样简单地实现阶跃函数。

def step\_function(x):

if x > 0:

return 1

else:

return 0

这个实现简单、易于理解，但是参数 x 只能接受实数（浮点数）。也就是 说，允许形如step\_function(3.0) 的调用，但不允许参数取NumPy 数组，例 如step\_function(np.array([1.0, 2.0]))。为了便于后面的操作，我们把它修

改为支持NumPy 数组的实现。为此，可以考虑下述实现。

def step\_function(x):

y = x > 0

return y.astype(np.int)

上述函数的内容只有两行。由于使用了NumPy 中的“技巧”，可能会有 点难理解。下面我们通过Python 解释器的例子来看一下这里用了什么技巧。 下面这个例子中准备了NumPy 数组 x，并对这个NumPy 数组进行了不等号 运算。

>>> **import numpy as np**

>>> **x = np.array([-1.0, 1.0, 2.0])**

>>> **x**

array([-1 . , 1 . , 2.])

>>> **y = x >** [**0**](#bookmark210)
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>>> **y**

array([False, True, True], dtype=bool)

对NumPy 数组进行不等号运算后，数组的各个元素都会进行不等号运算， 生成一个布尔型数组。这里，数组 x 中大于 0 的元素被转换为True，小于等

于 0 的元素被转换为False，从而生成一个新的数组y。

数组y 是一个布尔型数组，但是我们想要的阶跃函数是会输出int 型的 0

或 1 的函数。因此，需要把数组y 的元素类型从布尔型转换为int 型。

>>> **y = y.astype(np.int)**

>>> **y**

array([0, 1, 1])

如上所示，可以用astype() 方法转换 NumPy 数组的类型。astype() 方 法通过参数指定期望的类型，这个例子中是 np.int 型。 Python 中将布尔型 转换为int 型后， True 会转换为 1 ，False 会转换为 0。以上就是阶跃函数的

实现中所用到的NumPy 的“技巧”。

**3.2.3** 阶跃函数的图形

下面我们就用图来表示上面定义的阶跃函数，为此需要使用matplotlib 库。

import numpy as np

import matplotlib.pylab as plt

def step\_function(x):

return np.array(x > 0, dtype=np.int)

x = np.a range(-5.0, 5.0, 0.1)

y = step\_function(x)

plt.plot(x, y)

plt.ylim(-0.1, 1.1) # 指定 y 轴的范围

plt.show()

np.a range(-5.0, 5.0, 0.1) 在 −5.0 到 5.0 的范围内，以 0.1 为单位，生成 NumPy 数组（[-5.0, -4.9, ..., 4.9]）。step\_function() 以该NumPy 数组为 参数，对数组的各个元素执行阶跃函数运算，并以数组形式返回运算结果。

对数组 x 、y 进行绘图，结果如图 3-6 所示。
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|  |
| --- |
| 1.0  0.8  0.6  0.4  0.2  0.0  −6 −4 −2 0 2 4 6 |

图 **3-6** 阶跃函数的图形

如图 3-6 所示，阶跃函数以 0 为界，输出从 0 切换为 1（或者从 1 切换为 0）。 它的值呈阶梯式变化，所以称为阶跃函数。

**3.2.4** sigmoid 函数的实现

下面，我们来实现sigmoid 函数。用Python 可以像下面这样写出式（3.6） 表示的sigmoid 函数。

def sigmoid(x):

return 1 / (1 + np.exp(-x))

这里， np.exp(-x) 对应exp(−x)。这个实现没有什么特别难的地方，但 是要注意参数 x 为NumPy 数组时，结果也能被正确计算。实际上，如果在 这个sigmoid 函数中输入一个NumPy 数组，则结果如下所示。

>>> **x = np.array([-1.0, 1.0, 2.0])**

>>> **sigmoid(x)**

array([ 0.26894142, 0.73105858, 0.88079708])
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之所以sigmoid 函数的实现能支持NumPy 数组，秘密就在于NumPy 的 广播功能（1.5.5 节）。根据NumPy 的广播功能，如果在标量和NumPy 数组 之间进行运算，则标量会和NumPy 数组的各个元素进行运算。这里来看一 个具体的例子。

>>> **t = np.array([1.0, 2.0, 3.0])**

>>> **1.0 + t**

array([ 2 . , 3 . , 4.])

>>> **1.0 / t**

array([ 1. , 0.5 , 0.33333333])

在这个例子中，标量（例子中是 1.0）和NumPy 数组之间进行了数值运 算（+ 、/ 等）。结果，标量和 NumPy 数组的各个元素进行了运算，运算结 果以 NumPy 数组的形式被输出。刚才的 sigmoid 函数的实现也是如此， 因 为np.exp(-x) 会生成NumPy 数组，所以1 / (1 + np.exp(-x)) 的运算将会在 NumPy 数组的各个元素间进行。

下面我们把sigmoid 函数画在图上。画图的代码和刚才的阶跃函数的代 码几乎是一样的，唯一不同的地方是把输出y 的函数换成了sigmoid 函数。

x = np.a range(-5.0, 5.0, 0.1)

**y = sigmoid(x)**

plt.plot(x, y)

plt.ylim(-0.1, 1.1) # 指定 y 轴的范围

plt.show()

运行上面的代码，可以得到图 3-7。

**3.2.5** sigmoid 函数和阶跃函数的比较

现在我们来比较一下sigmoid 函数和阶跃函数，如图 3-8 所示。两者的 不同点在哪里呢？又有哪些共同点呢？我们通过观察图 3-8 来思考一下。

观察图 3-8，首先注意到的是“平滑性”的不同。sigmoid 函数是一条平 滑的曲线，输出随着输入发生连续性的变化。而阶跃函数以 0 为界，输出发

生急剧性的变化。sigmoid 函数的平滑性对神经网络的学习具有重要意义。
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|  |  |
| --- | --- |
| |  | | --- | |  |   1.0  0.8  0.6  0.4  0.2  0.0  −6 −4 −2 0 2 4 6 |

图 **3-7 sigmoid**函数的图形

|  |  |
| --- | --- |
| |  | | --- | |  |   1.0  0.8  0.6  0.4  0.2  0.0  −6 −4 −2 0 2 4 6 |

图 **3-8** 阶跃函数与 **sigmoid**函数（虚线是阶跃函数）
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另一个不同点是，相对于阶跃函数只能返回 0 或 1 ，sigmoid 函数可以返 回 0.731 ... 、0.880 ... 等实数（这一点和刚才的平滑性有关）。也就是说，感 知机中神经元之间流动的是 0 或 1 的二元信号，而神经网络中流动的是连续

的实数值信号。

如果把这两个函数与水联系起来，则阶跃函数可以比作“竹筒敲石”① , sigmoid 函数可以比作“水车”。阶跃函数就像竹筒敲石一样，只做是否传送 水（0 或 1）两个动作，而sigmoid 函数就像水车一样，根据流过来的水量相应 地调整传送出去的水量。

接着说一下阶跃函数和 sigmoid 函数的共同性质。阶跃函数和 sigmoid 函数虽然在平滑性上有差异，但是如果从宏观视角看图 3-8，可以发现它们 具有相似的形状。实际上，两者的结构均是“输入小时，输出接近 0（为 0）； 随着输入增大，输出向 1 靠近（变成 1）”。也就是说，当输入信号为重要信息时， 阶跃函数和sigmoid 函数都会输出较大的值；当输入信号为不重要的信息时， 两者都输出较小的值。还有一个共同点是，不管输入信号有多小，或者有多 大，输出信号的值都在 0 到 1 之间。

**3.2.6** 非线性函数

阶跃函数和sigmoid 函数还有其他共同点，就是两者均为非线性函数。 sigmoid 函数是一条曲线，阶跃函数是一条像阶梯一样的折线，两者都属于 非线性的函数。

在介绍激活函数时，经常会看到“非线性函数”和“线性函数”等术语。 函数本来是输入某个值后会返回一个值的转换器。向这个转换器输 入某个值后，输出值是输入值的常数倍的函数称为线性函数（用数学 式表示为 h(x) = cx。c 为常数）。因此，线性函数是一条笔直的直线。 而非线性函数，顾名思义，指的是不像线性函数那样呈现出一条直 线的函数。

① 竹筒敲石是日本的一种庭院设施。支点架起竹筒，一端下方置石，另一端切口上翘。在切口上滴水， 水积多后该端下垂，水流出，另一端翘起，之后又因重力而落下，击石发出响声。 ——译者注

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfYAAAACCAYAAACqn/4HAAAASklEQVRIie3KsQmAMBRAwSc4g2CVQCaxdwKHtk4j6ARCqpSO4K9SvatvKikf/Duv564l5RXYAl+SJI3XZ2APxBeowBL8kiRpvPYB8m8KISJD1hUAAAAASUVORK5CYII=)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAApCAYAAAAI/2gYAAABGElEQVQ4je2UPUsEQQyGn71D6/XAwio5cuAH2CoieBw2Wloq/hV7O/0LBxZaCmJjZ2Vlc50wsCvCFYK7aymiNrOguzP9FQaGhOQhyQthEiJmokvAbidS3APugGmouGGibya6DhDqcAqcuTybtAATHQAj4KLONTv0vX+OAUlzXlDFP8Ac8OVfEBgAzuXZdwzYB8bBESZ6ACwC561FTHRoog/+zP5YYqLzwAQ4dHn22FLh8uwD2AHGJjpqdfg1Zgu4AVZcnr3W+W4dFFX50kvTZWC7qMrbmMx74Cgo09sUWDDRTgxo7TaL9zALwKf33Rjw5KE1miRAUZXvvTTtA5tFVV7HdjgBhiZ6DIEPA8BEBbgCLoOAhzrA6g9ZLj/xvlPIXgAAAABJRU5ErkJggg==)

3.2 激活函数 I **49**

神经网络的激活函数必须使用非线性函数。换句话说，激活函数不能使 用线性函数。为什么不能使用线性函数呢？ 因为使用线性函数的话，加深神

经网络的层数就没有意义了。

线性函数的问题在于，不管如何加深层数，总是存在与之等效的“无 隐藏层的神经网络”。为了具体地（稍微直观地）理解这一点，我们来思 考下面这个简单的例子。这里我们考虑把线性函数 h(x) = cx 作为激活 函数，把 y(x) = h(h(h(x))) 的运算对应 3 层神经网络①。这个运算会进行 y(x) = c × c × c × x 的乘法运算，但是同样的处理可以由 y(x) = ax（注意， a = c 3）这一次乘法运算（即没有隐藏层的神经网络）来表示。如本例所示， 使用线性函数时，无法发挥多层网络带来的优势。因此，为了发挥叠加层所

带来的优势，激活函数必须使用非线性函数。

**3.2.7** ReLU函数

到目前为止，我们介绍了作为激活函数的阶跃函数和sigmoid 函数。在 神经网络发展的历史上，sigmoid 函数很早就开始被使用了，而最近则主要 使用 **ReLU**（Rectified Linear Unit）函数。

ReLU 函数在输入大于 0时，直接输出该值；在输入小于等于 0 时，输 出 0（图 3-9）。

ReLU 函数可以表示为下面的式(3.7)。

C

h(z) =

0
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（3.7）

如图 3-9 和式（3.7）所示，ReLU 函数是一个非常简单的函数。因此，

ReLU 函数的实现也很简单，可以写成如下形式。

def relu(x):

return np.maximum(0, x)

① 该对应只是一个近似，实际的神经网络运算比这个例子要复杂，但不影响后面的结论成立。

——译者注
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|  |  |
| --- | --- |
| |  | | --- | |  |   5  4  3  2  1  0  −1  −6 −4 −2 0 2 4 6 |

图 **3-9 ReLU** 函数

这里使用了NumPy 的maximum 函数。 maximum 函数会从输入的数值中选 择较大的那个值进行输出。

本章剩余部分的内容仍将使用sigmoid 函数作为激活函数，但在本书的 后半部分，则将主要使用ReLU 函数。

**3.3** 多维数组的运算

如果掌握了NumPy 多维数组的运算，就可以高效地实现神经网络。因此， 本节将介绍NumPy 多维数组的运算，然后再进行神经网络的实现。

**3.3.1** 多维数组

简单地讲，多维数组就是“数字的集合”，数字排成一列的集合、排成 长方形的集合、排成三维状或者（更加一般化的）N维状的集合都称为多维数

组。下面我们就用NumPy 来生成多维数组，先从前面介绍过的一维数组开始。

3.3 多维数组的运算 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **51**

>>> **import numpy as np**

>>> **A = np.array([1, 2, 3, 4])**

>>> **print(A)**

[1 2 3 4]

>>> **np.ndim(A)**

1

>>> **A.shape**

(4,)

>>> **A.shape[0]**

4

如上所示，数组的维数可以通过np.dim() 函数获得。此外，数组的形状 可以通过实例变量shape 获得。在上面的例子中，A 是一维数组， 由 4 个元素 构成。注意，这里的 A.shape 的结果是个元组（tuple）。这是因为一维数组的 情况下也要返回和多维数组的情况下一致的结果。例如，二维数组时返回的 是元组(4,3)，三维数组时返回的是元组(4,3,2)，因此一维数组时也同样以

元组的形式返回结果。下面我们来生成一个二维数组。

>>> **B = np.array([[1,2], [3,4], [5,6]])**

>>> **print(B)**

[[1 2]

[3 4]

[5 6]]

>>> **np.ndim(B)**

2

>>> **B.shape**

(3, 2)

这里生成了一个 3 × 2 的数组 B 。3 × 2 的数组表示第一个维度有 3 个元素， 第二个维度有 2 个元素。另外，第一个维度对应第 0 维，第二个维度对应第 1 维（Python 的索引从 0 开始）。二维数组也称为矩阵（matrix）。如图 3-10 所示， 数组的横向排列称为行（row），纵向排列称为列（column）。

**3.3.2** 矩阵乘法

下面，我们来介绍矩阵（二维数组）的乘积。比如 2 × 2 的矩阵，其乘积

可以像图 3-11 这样进行计算（按图中顺序进行计算是规定好了的）。
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 行   |  |  | | --- | --- | | 1 | 2 | | 3  5 | 4  6 |     列 |

图 **3-10** 横向排列称为行，纵向排列称为列

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 1 × 5 + 2 × 7   |  | | --- | | 19 |   5 6   |  | | --- | | 43 |   7 8  **B**   |  | | --- | | 1 2 |   =   |  | | --- | | 3 4 |   **A**  3 × 5 + 4 × 7 | 22  50 |

图 **3-11** 矩阵的乘积的计算方法

如本例所示，矩阵的乘积是通过左边矩阵的行（横向）和右边矩阵的列（纵 向）以对应元素的方式相乘后再求和而得到的。并且，运算的结果保存为新 的多维数组的元素。比如，**A**的第 1 行和**B**的第 1 列的乘积结果是新数组的 第 1 行第 1 列的元素，**A**的第 2 行和**B**的第 1 列的结果是新数组的第 2 行第 1 列的元素。另外，在本书的数学标记中，矩阵将用黑斜体表示（比如，矩阵 **A**），以区别于单个元素的标量（比如，a 或 b）。这个运算在Python 中可以用 如下代码实现。

>>> **A = np.array([[1,2], [3,4]])**

3.3 多维数组的运算 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **53**

>>> **A.shape**

(2, 2)

>>> **B = np.array([[5,6], [7,8]])**

>>> **B.shape**

(2, 2)

>>> **np.dot(A, B)**

array([[19, 22],

[43, 50]])

这 里， **A** 和 **B** 都是 2 × 2 的矩阵，它们的乘积可以通过 NumPy 的 np.dot() 函数计算（乘积也称为点积）。np.dot() 接收两个NumPy 数组作为参 数，并返回数组的乘积。这里要注意的是，np.dot(A, B) 和np.dot(B, A) 的 值可能不一样。和一般的运算（+ 或\* 等）不同，矩阵的乘积运算中，操作数（A、

B）的顺序不同，结果也会不同。

这里介绍的是计算 2 × 2 形状的矩阵的乘积的例子，其他形状的矩阵的 乘积也可以用相同的方法来计算。比如，2 × 3 的矩阵和 3 × 2 的矩阵的乘积

可按如下形式用Python 来实现。

>>> **A = np.array([[1,2,3], [4,5,6]])**

>>> **A.shape**

(2, 3)

>>> **B = np.array([[1,2], [3,4], [5,6]])**

>>> **B.shape**

(3, 2)

>>> **np.dot(A, B)**

array([[22, 28],

[49, 64]])

2 × 3 的矩阵**A**和 3 × 2 的矩阵**B**的乘积可按以上方式实现。这里需要 注意的是矩阵的形状（shape）。具体地讲，矩阵**A**的第 1 维的元素个数（列数） 必须和矩阵**B**的第 0 维的元素个数（行数）相等。在上面的例子中，矩阵**A** 的形状是 2 × 3，矩阵**B**的形状是 3 × 2，矩阵**A**的第 1 维的元素个数（3）和 矩阵**B**的第 0 维的元素个数（3）相等。如果这两个值不相等，则无法计算矩 阵的乘积。比如，如果用Python 计算 2 × 3 的矩阵**A**和 2 × 2 的矩阵**C**的乘 积，则会输出如下错误。

>>> **C = np.array([[1,2], [3,4]])**

>>> **C.shape**
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(2, 2)

>>> **A.shape**

(2, 3)

>>> **np.dot(A, C)**

Traceback (most recent call last):

File "<stdin>", line 1, in <module>

ValueError: shapes (2,3) and (2,2) not aligned: 3 (dim 1) != 2 (dim 0)

这个错误的意思是，矩阵**A**的第 1 维和矩阵**C**的第 0 维的元素个数不一 致（维度的索引从 0 开始）。也就是说，在多维数组的乘积运算中，必须使两 个矩阵中的对应维度的元素个数一致，这一点很重要。我们通过图 3-12 再来

确认一下。

|  |
| --- |
| **A B = C**  形状： 3 × 2 2 × 4 3 × 4    保持一致 |

图 **3-12** 在矩阵的乘积运算中，对应维度的元素个数要保持一致

图 3-12 中， 3 × 2 的矩阵**A**和 2 × 4 的矩阵**B**的乘积运算生成了 3 × 4 的 矩阵**C**。如图所示，矩阵**A**和矩阵**B**的对应维度的元素个数必须保持一致。 此外，还有一点很重要，就是运算结果的矩阵**C**的形状是由矩阵**A**的行数

和矩阵**B**的列数构成的。

另外，当 **A**是二维矩阵、**B**是一维数组时，如图 3-13 所示，对应维度

的元素个数要保持一致的原则依然成立。

可按如下方式用Python 实现图 3-13 的例子。

>>> **A = np.array([[1,2], [3, 4], [5,6]])**

>>> **A.shape**

(3, 2)

>>> **B = np.array([7,8])**

>>> **B.shape**

(2,)

>>> np.dot(A, B)

array([23, 53, 83])
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3.3 多维数组的运算 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **55**

|  |  |  |  |
| --- | --- | --- | --- |
| **A**  形状： 3 × 2 | **B**  2 | **=** | **C**  3 |
| 保持一致 | | | |

图 **3-13 A** 是二维矩阵、 **B** 是一维数组时，也要保持对应维度的元素个数一致

**3.3.3** 神经网络的内积

下面我们使用NumPy 矩阵来实现神经网络。这里我们以图 3-14 中的简 单神经网络为对象。这个神经网络省略了偏置和激活函数，只有权重。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| |  |  |  | | --- | --- | --- | | x1  x2 | 1  2  3  4  5  6 | y 1      y 2      y 3 | | ( )  **X W = Y**  2 2 × 3 3  一致 |

图 **3-14** 通过矩阵的乘积进行神经网络的运算

实现该神经网络时，要注意**X** 、**W**、**Y**的形状，特别是**X**和**W**的对应

维度的元素个数是否一致，这一点很重要。

>>> **X = np.array([1, 2])**

>>> **X.shape**

(2,)

>>> **W = np.array([[1, 3, 5], [2, 4, 6]])**

>>> **print(W)**

[[1 3 5]

[2 4 6]]

>>> **W.shape**
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(2, 3)

>>> **Y = np.dot(X, W)**

>>> **print(Y)**

[ 5 11 17]

如上所示，使用 np.dot（多维数组的点积），可以一次性计算出**Y** 的结果。 这意味着，即便**Y** 的元素个数为100 或1000，也可以通过一次运算就计算出 结果！如果不使用 np.dot，就必须单独计算**Y** 的每一个元素（或者说必须使 用for 语句），非常麻烦。因此，通过矩阵的乘积一次性完成计算的技巧，在

实现的层面上可以说是非常重要的。

**3.4** 3层神经网络的实现

现在我们来进行神经网络的实现。这里我们以图 3-15 的 3 层神经网络为 对象，实现从输入到输出的（前向）处理。在代码实现方面，使用上一节介 绍的 NumPy 多维数组。巧妙地使用NumPy 数组，可以用很少的代码完成 神经网络的前向处理。

|  |  |  |  |
| --- | --- | --- | --- |
| x1  x2 |  |  | y 1  y 2 |

图 **3-15 3** 层神经网络：输入层（第 **0** 层）有 **2** 个神经元，第 **1** 个隐藏层（第 **1** 层）有 **3** 个神经元， 第 **2** 个隐藏层（第 **2** 层）有 **2** 个神经元，输出层（第 **3** 层）有 **2**个神经元
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3.4 3 层神经网络的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **57**

**3.4.1** 符号确认
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题不大。

本节的重点是神经网络的运算可以作为矩阵运算打包进行。因为 神经网络各层的运算是通过矩阵的乘法运算打包进行的（从宏观 视角来考虑），所以即便忘了（未记忆）具体的符号规则，也不影 响理解后面的内容。

我们先从定义符号开始。请看图3-16。图 3-16 中只突出显示了从输入层 神经元 x2 到后一层的神经元 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAASCAYAAABb0P4QAAABlklEQVQ4jZ2UPUtcQRSGn3uzGkUIS1iLsMU5cvqQIimUtGphE2JhChF/QkpLwR9gb29jPgqLpEhlkcYiVoIKIzMJgYBG47JmQaJY7FwYwnXvxRcuzDnzznPPfEINmWjDRLM7+nITzYs4LzP9N2AYWAKyJDeZWHJguYBWAoFV4L0L/sZER030NbBRdLrg/wGfgJVKoIk+Am5c8J04uOeC/wicpT4X/C+gaaJDVRVOAfs1ZgHwA3hWBRwFejWBf4GRKmAAWiX5snEt4PtAoAv+G/CiiE10yETngXcm+sZExxP7hAs+ZIURmAeugQPgJC40JjoN/I7wUpnoS+DKBb+bx3O2BewBH4BN4GlS5Rf6O/jgDthDIHPB7xaJtya6nhgOTXRs0FIMUg4sANsRpnF6l8kPGib6vC6wEb/jGM8COyY6C3ylv3OTwCIwVxe4Brwy0SPgCf0723bBd4GuiZ5GYL0KXfDbJtoCei74z7HdqQsoqxAX/GmRSNv3UZ3XJiN5uqpUerYKmWgbmAF+Pm422+cXfw6qgLdTTnmbGCW3iwAAAABJRU5ErkJggg==) 的权重。

如图 3-16 所示，权重和隐藏层的神经元的右上角有一个“(1)”，它表示 权重和神经元的层号（即第 1 层的权重、第 1 层的神经元）。此外，权重的右 下角有两个数字，它们是后一层的神经元和前一层的神经元的索引号。比如， ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABcAAAARCAYAAAA2cze9AAAB5ElEQVQ4jaWTPWhUURCFv2xEQbZ47qKIIHfCRLRKENHAilqJEsRCAuJPI1iYysZKsbEQUwasrRRtLMQIIohgmkUFsRBSOHBHtxBh0XTRNYlF7pVHwsY8PM09c2fmvPMO70FFaBDVIMPr9FsapA4wWFF4G3DaPL5I9dFGUUw2iqL+ff7HHECjKDrA1UZRtGsVjU8CM7kwj6+Bz8Dm0t0yMAecrCq+2zx2NjA3A5yqKr51I0PJfb2qeBUsVRX/pkH+5qtBWsBeYL8GOVC63we8y0VNgwyVVTTIQDp3lO4OaZAL/3KgQa5rkGZ2fhmY0CDnU/MScC31XiWHmMc3QHe1kVXCLeCZeezWNMgo8BLYBSymmRPA28TvAPN52Tw+Z+Xz64e2efwAUEvEgXHgSRoYA9qJ/wY+lbfN4yJ9YB6XMt+UzhHAzOOCBhGgYx4XUm/QPP7UIDuBw8A58ziRItgCnAGWgWPAbfP4JYvnzLtAfuJo5hpkDPiYHH01j4+B7SWj40DTPD4CHgJT5beopUUHpjTIxRTRDQ1yFuiZx/f9ImDlT7yX+B5WxZdjwTzOArPrCK2BeewBPQ0yAghwa43z/4EGOQgMmcebwJFyb6CCSBM4DlwB7gJPgWHgAfArad03j9N55w9JzJ90dNL/KQAAAABJRU5ErkJggg==) 表示前一层的第 2 个神经元 x2 到后一层的第 1 个神经元![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARCAYAAADdRIy+AAABbUlEQVQ4jaWTvUoDQRSFP9cgAS2CJKCCzOhFO0FiIQiCYKcIGlNY2FpY21n5AoKFbxDMAwRfQEVBOwt/Ckdm/AELIQYLraJFdmGJG3fEU80999xzzzC74AFRuixKB7E6Gz+L0ktRHbQPJ5htABfG2aYo3StKl4CzqG+c/QSeRelln2QZUXovgT9K4PZ9Es4C56mbW3gQpcfSDAvAu6dhAyikGdaBPk/DXqCeZngMTEWFKN0jSpeBR1F6TZTOx7Sjxtmbrph4HBgAToGmcfYr5LeAA+PsS6et4ey0cbYShMQOUATuaD3CYiQ2zu4C8/HvsM0sC0waZysRURKlqzHBZdtV/oQA2ASqoVk+TPWakMILGWAQuArrOeBElC4CN2FvBlgBVn0T1oBBUXoIKAHXwIRx9sM4ew8chou9EBhnt4E8MAKsA0/Aj1/LFxkA42wtxtU6aP0S/mc4Cd2/NUXpYWABKPTnckG98XabZvgN71lf8GCubOYAAAAASUVORK5CYII=) 的权重。权 重右下角按照“后一层的索引号、前一层的索引号”的顺序排列。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| x1    x2 | w | |  |  | | --- | --- | | (1) 1 2 | 第1层的权重 |   前一层的第2个神经元  后一层的第1个神经元 |

图 **3-16** 权重的符号
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**3.4.2** 各层间信号传递的实现

现在看一下从输入层到第 1 层的第 1 个神经元的信号传递过程，如图 3-17

所示。

|  |  |
| --- | --- |
| U (1)  12  ( )  3  w (1  1  x1  x2 | y 1  y 2 |

图 **3-17** 从输入层到第 **1** 层的信号传递

图 3-17 中增加了表示偏置的神经元“1”。请注意，偏置的右下角的索引 号只有一个。这是因为前一层的偏置神经元（神经元“1”）只有一个① 。

为了确认前面的内容，现在用数学式表示 α1(1) 。 a1(1) 通过加权信号和偏 置的和按如下方式进行计算。

α(1) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAHCAYAAADam2dgAAAAqElEQVQYlTXNoUqEQQBF4W9/Fw0ry/DbLDPLRMUnEIwaRMHo24nFYLeIWHwAQVSEwRmTWVgEMRicPenAuXAnOaYBp5iXVi8gx3SGG2zjeJJjOsEDbrGPb7wj99HlgDds4au0usQeXkqrv6XVD1wPpdVXnOPKPwe477dTfA49LPDcfReP3Q9xtwZjCEscjSEMmGNnDGGKn9LqkxU5po0c02b39RzTbNX+AJPTKyXCUWI9AAAAAElFTkSuQmCC)1(1 + u(12![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAPCAYAAADQ4S5JAAAA3ElEQVQokZXPoUpEQRSH8R+rYRFZLpsUw4xOEKuIYYsGEfEBDFbfx2YWw1btFoPFJ1CDg3OrCIoo2NZywy5c4e6/zHBmvvOdI4W4ZI70EFOIe52BXJdH7KQQ17sa4AqnnYFcl3dszmOASWcghdjD9zyGI9x2ARab7hu4mH5IIe5jDS9YxgruetjGZa7LZOrzCJ+5LmOM8YFj7LZqU4hbzTlIIT637TCTXJen5jrC/cwO/xjOcI1DPDS1E9wstAHDqjrHFxawOqyqAd5yXV5bDThAP9flJ4XYb8b8hT/16DVKpKTh/QAAAABJRU5ErkJggg==)2 + b11) （ 3.8）

① 任何前一层的偏置神经元“1”都只有一个。偏置权重的数量取决于后一层的神经元的数量（不包括 后一层的偏置神经元“1”）。——译者注
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3.4 3 层神经网络的实现 I **59**

此外，如果使用矩阵的乘法运算，则可以将第 1 层的加权和表示成下面 的式（3.9）。

**A**(1) = **XW**(1) + **B**(1) （ 3.9）

其中， **A**(1) 、**X** 、**B** (1) 、**W**(1)如下所示。
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下面我们用NumPy 多维数组来实现式（3.9），这里将输入信号、权重、 偏置设置成任意值。

X = np.array([1.0, 0.5])

W1 = np.array([[0.1, 0.3, 0.5], [0.2, 0.4, 0.6]])

B1 = np.array([0.1, 0.2, 0.3])

print(W1.shape) # (2, 3)

print(X.shape) # (2,)

print(B1.shape) # (3,)

**A1 = np.dot(X, W1) + B1**

这个运算和上一节进行的运算是一样的。 W1 是 2 × 3 的数组， X 是元素个

数为 2 的一维数组。这里， W1 和X的对应维度的元素个数也保持了一致。

接下来，我们观察第 1 层中激活函数的计算过程。如果把这个计算过程

用图来表示的话，则如图 3-18 所示。

如图 3-18 所示，隐藏层的加权和（加权信号和偏置的总和）用a 表示，被 激活函数转换后的信号用 z 表示。此外，图中 h() 表示激活函数，这里我们 使用的是sigmoid 函数。用Python 来实现，代码如下所示。

**Z1 = sigmoid(A1)**

print(A1) # [0.3, 0.7, 1.1]

print(Z1) # [0.57444252, 0.66818777, 0.75026011]
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|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1  x1  x2 | b1( )      12 | h()  y1  y2  1  1   |  | | --- | | h() | | h() | |

图 **3-18** 从输入层到第 **1** 层的信号传递

这个sigmoid() 函数就是之前定义的那个函数。它会接收NumPy 数组， 并返回元素个数相同的NumPy 数组。

下面，我们来实现第 1 层到第 2 层的信号传递（图 3-19）。

W2 = np.array([[0.1, 0.4], [0.2, 0.5], [0.3, 0.6]])

B2 = np.array([0.1, 0.2])

print(Z1.shape) # (3,)

print(W2.shape) # (3, 2)

print(B2.shape) # (2,)

**A2 = np.dot(Z1, W2) + B2**

**Z2 = sigmoid(A2)**

除了第 1 层的输出（Z1）变成了第 2 层的输入这一点以外，这个实现和刚 才的代码完全相同。由此可知，通过使用NumPy 数组，可以将层到层的信 号传递过程简单地写出来。

3.4 3 层神经网络的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **61**

|  |  |  |
| --- | --- | --- |
| 1  1  )  x1  之 (1)  2  x2  (1)  3 | b1(2  (2)    (2)  12  U (2)  13 | h()  (2)  1  1  y1  y2  h()  (2)  2 |

图 **3-19** 第 **1** 层到第 **2** 层的信号传递

最后是第 2 层到输出层的信号传递（图 3-20）。输出层的实现也和之前的

实现基本相同。不过，最后的激活函数和之前的隐藏层有所不同。

def identity\_function(x):

return x

W3 = np.array([[0.1, 0.3], [0.2, 0.4]])

B3 = np.array([0.1, 0.2])

**A3 = np.dot(Z2, W3) + B3**

**Y = identity\_function(A3)** # 或者 Y = A3

这里我们定义了identity\_function() 函数（也称为“恒等函数”），并将 其作为输出层的激活函数。恒等函数会将输入按原样输出， 因此，这个例子 中没有必要特意定义identity\_function()。这里这样实现只是为了和之前的 流程保持统一。另外，图 3-20 中，输出层的激活函数用σ() 表示，不同于隐 藏层的激活函数 h()(σ读作sigma）。
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|  |
| --- |
| 1  1  b(3)  (3)  1  σ()  y1  (3)  a  x1  (2)  1  (3)  12  σ()  (3)  y2  a  2  (2)  x2  2 |

图 **3-20** 从第 **2** 层到输出层的信号传递

输出层所用的激活函数，要根据求解问题的性质决定。一般地， 回 归问题可以使用恒等函数，二元分类问题可以使用 sigmoid 函数， 多元分类问题可以使用 softmax 函数。关于输出层的激活函数，我 们将在下一节详细介绍。

**3.4.3** 代码实现小结

至此，我们已经介绍完了 3 层神经网络的实现。现在我们把之前的代码 实现全部整理一下。这里，我们按照神经网络的实现惯例，只把权重记为大

写字母 W1 ，其他的（偏置或中间结果等）都用小写字母表示。

def init\_network():

network = {}

network['W1'] = np.array([[0.1, 0.3, 0.5], [0.2, 0.4, 0.6]])

network['b1'] = np.array([0.1, 0.2, 0.3])

network['W2'] = np.array([[0.1, 0.4], [0.2, 0.5], [0.3, 0.6]])

network['b2'] = np.array([0.1, 0.2])

network['W3'] = np.array([[0.1, 0.3], [0.2, 0.4]])

3.5 输出层的设计 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **63**

network['b3'] = np.array([0.1, 0.2])

return network

def forward(network, x):

W1, W2, W3 = network['W1'], network['W2'], network['W3']

b1, b2, b3 = network['b1'], network['b2'], network['b3']

a1 = np.dot(x, W1) + b1

z1 = sigmoid(a1)

a2 = np.dot(z1, W2) + b2

z2 = sigmoid(a2)

a3 = np.dot(z2, W3) + b3

y = identity\_function(a3)

return y

network = init\_network()

x = np.array([1.0, 0.5])

y = forward(network, x)

print(y) # [ 0.31682708 0.69627909]

这里定义了init\_network() 和forward() 函数。 init\_network() 函数会进 行权重和偏置的初始化，并将它们保存在字典变量network 中。这个字典变 量network 中保存了每一层所需的参数（权重和偏置）。forward() 函数中则封

装了将输入信号转换为输出信号的处理过程。

另外，这里出现了forward（前向）一词，它表示的是从输入到输出方向 的传递处理。后面在进行神经网络的训练时，我们将介绍后向（backward， 从输出到输入方向）的处理。

至此，神经网络的前向处理的实现就完成了。通过巧妙地使用NumPy 多维数组，我们高效地实现了神经网络。

**3.5** 输出层的设计

神经网络可以用在分类问题和回归问题上，不过需要根据情况改变输出

层的激活函数。一般而言， 回归问题用恒等函数，分类问题用softmax 函数。
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机器学习的问题大致可以分为分类问题和回归问题。分类问题是数 据属于哪一个类别的问题。比如， 区分图像中的人是男性还是女性 的问题就是分类问题。而回归问题是根据某个输入预测一个（连续的） 数值的问题。比如，根据一个人的图像预测这个人的体重的问题就 是回归问题（类似“57.4kg”这样的预测）。

**3.5.1** 恒等函数和 softmax 函数

恒等函数会将输入按原样输出，对于输入的信息，不加以任何改动地直 接输出。因此，在输出层使用恒等函数时，输入信号会原封不动地被输出。 另外，将恒等函数的处理过程用之前的神经网络图来表示的话，则如图 3-21 所示。和前面介绍的隐藏层的激活函数一样，恒等函数进行的转换处理可以

用一根箭头来表示。

|  |
| --- |
| σ()  a  1  σ()  a  2  σ()  a  3  y1  y2  y3 |

图 **3-21** 恒等函数

分类问题中使用的softmax 函数可以用下面的式（3.10）表示。

exp(αk)

gk = n

（3.10）
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i ＝ 1

exp(x) 是表示ex 的指数函数（e 是纳皮尔常数 2.7182 ...）。式（3.10）表示 假设输出层共有 n 个神经元，计算第 k 个神经元的输出 yk。如式（3.10）所示， softmax 函数的分子是输入信号 ak 的指数函数，分母是所有输入信号的指数 函数的和。

3.5 输出层的设计 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **65**

用图表示 softmax 函数的话，如图 3-22 所示。图 3-22 中， softmax 函数 的输出通过箭头与所有的输入信号相连。这是因为，从式（3.10）可以看出，

输出层的各个神经元都受到所有输入信号的影响。

|  |
| --- |
| y1  a1  y2  a2  y3  a3  σ() |

图 **3-22 softmax**函数

现在我们来实现softmax 函数。在这个过程中，我们将使用Python 解释 器逐一确认结果。

>>> **a = np.array([0.3, 2.9, 4.0])**

>>>

>>> **exp\_a = np.exp(a)** # 指数函数

>>> **print(exp\_a)**

[ 1.34985881 18.17414537 54.59815003]

>>>

>>> **sum\_exp\_a = np.sum(exp\_a)** # 指数函数的和

>>> **print(sum\_exp\_a)**

74.1221542102

>>>

>>> **y = exp\_a / sum\_exp\_a**

>>> **print(y)**

[ 0.01821127 0.24519181 0.73659691]

这个Python 实现是完全依照式（3.10）进行的，所以不需要特别的解释。 考虑到后面还要使用softmax 函数，这里我们把它定义成如下的Python 函数。

def softmax(a):

exp\_a = np.exp(a)

sum\_exp\_a = np.sum(exp\_a)

y = exp\_a / sum\_exp\_a

return y
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**3.5.2** 实现 softmax 函数时的注意事项

上面的softmax 函数的实现虽然正确描述了式（3.10），但在计算机的运算 上有一定的缺陷。这个缺陷就是溢出问题。softmax 函数的实现中要进行指 数函数的运算，但是此时指数函数的值很容易变得非常大。比如，e10 的值 会超过 20000 ，e100 会变成一个后面有 40 多个 0 的超大值，e1000 的结果会返回 一个表示无穷大的inf。如果在这些超大值之间进行除法运算，结果会出现“不

确定”的情况。

计算机处理“数”时，数值必须在 4 字节或 8 字节的有限数据宽度内。 这意味着数存在有效位数，也就是说，可以表示的数值范围是有 限的。因此，会出现超大值无法表示的问题。这个问题称为溢出， 在进行计算机的运算时必须（常常）注意。

softmax 函数的实现可以像式（3.11）这样进行改进。

yk =

exp(ak)

n

∑xp(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAgklEQVQImVXOvQnCUABF4S+JAzxEGy0SyArO4R/iLg7kDIKlCwiKhUggMaWFwdrCwmfhhQsHDhduAmVeDLFChycuVVO3vTIvBthijRduWKBNscG+auoOaexZhBl2vpngiOwn37hHOcUByzIvsqwfwhXzfghjJBjhUTX1SXybxOUffwByth2u/Up4vAAAAABJRU5ErkJggg==)i)
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= C exp(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAi0lEQVQImUXOMWoCQQBG4W9XIeky7AVmcAJR0EJNZ+UxbFKk37vkHoJXiKTxCjYLu10Kq9QB08ySV/3w4PFXCjmmJRY4494N/a0uosW+G/ojPtDCNMe0wns39OsS+cUX1HjDyT87XEb5hGvJP+Mbjzmm10kTwg82TQgDDnhAhc/x6UuOaVv2PMc0gz/EbRuZPg5waQAAAABJRU5ErkJggg==)k)

n

C ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAPCAYAAADUFP50AAABGElEQVQokY2SsUpDURBET57PRiFcEonlLixWCoqFtoKlCla2+gGCv2BhY2drISLiD/gHKSwUWxGEC/cWr5S8YJlgLAwhhpdcp9thZmcWtmaiC8AK/8ebj6GfAy3gCbgH2hXCeWAT2AXWgEPgEQATPTHRwkSXZkWZ6J6J3gDUxsgHoO5jOEiY9/80M9G6iXoTPUsdWbVty0S/THQjpZ0bHzrdsmg4NwAuGs7ddrplb5oxq+AugQI4mpVYZWwCH8Bdqu4IJpqb6LWJupQ2n5jPgSsfQzlj+SLwnY0Rx8Czj+E9EXYK9PKhaRtY9jFMvctEm8NGuY+hXzPRFvACvAKDCX0GOKABrPL7tzs+hnYOfALriXoj+Bi6AD+Bg0dkyE8ddAAAAABJRU5ErkJggg==) exp(αi)
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= exp(ak + logc)
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∑ exp(αi + logc)

i = 1

= exp(ak + C )

n

∑ exp(αi ＋ Cv)

i = 1

（3.11）

首先，式（3.11）在分子和分母上都乘上C 这个任意的常数（因为同时对 分母和分子乘以相同的常数，所以计算结果不变）。然后，把这个C 移动到 指数函数（exp）中，记为log C。最后，把log C 替换为另一个符号C ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAHCAYAAADNufepAAAATklEQVQImWNgQAXMDJxcnKysDAzKLAys/AyiIuyxn55892Fg4ZdikBfj3srEwGDAxMX+n/Xbp29f/zEwXGDmYGHi/vz157N/DAwPUIwCAGBqEdjnryXaAAAAAElFTkSuQmCC)。

式（3.11）说明，在进行softmax 的指数函数的运算时，加上（或者减去） 某个常数并不会改变运算的结果。这里的 C ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAHCAYAAADNufepAAAATklEQVQImWNgQAXMDJxcnKysDAzKLAys/AyiIuyxn55892Fg4ZdikBfj3srEwGDAxMX+n/Xbp29f/zEwXGDmYGHi/vz157N/DAwPUIwCAGBqEdjnryXaAAAAAElFTkSuQmCC) 可以使用任何值，但是为了防 止溢出， 一般会使用输入信号中的最大值。我们来看一个具体的例子。

3.5 输出层的设计 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **67**

>>> **a = np.array([1010, 1000, 990])**

>>> **np.exp(a) / np.sum(np.exp(a))** # softmax 函数的运算

array([ nan, nan, nan]) # 没有被正确计算

>>>

>>> **c = np.max(a)** # 1010

>>> **a - c**

array([ 0, -10, -20])

>>>

>>> **np.exp(a - c) / np.sum(np.exp(a - c))**

array([ 9.99954600e-01, 4.53978686e-05, 2.06106005e-09])

如该例所示，通过减去输入信号中的最大值（上例中的 c），我们发现原 本为 nan（not a number，不确定）的地方，现在被正确计算了。综上，我们 可以像下面这样实现softmax 函数。

def softmax(a):

c = np.max(a)

exp\_a = np.exp(a - c) # 溢出对策

sum\_exp\_a = np.sum(exp\_a)

y = exp\_a / sum\_exp\_a

return y

**3.5.3** softmax函数的特征

使用softmax() 函数，可以按如下方式计算神经网络的输出。

>>> **a = np.array([0.3, 2.9, 4.0])**

>>> **y = softmax(a)**

>>> **print(y)**

[ 0.01821127 0.24519181 0.73659691]

>>> **np.sum(y)**

1.0

如上所示，softmax 函数的输出是0.0 到 1.0 之间的实数。并且，softmax 函数的输出值的总和是 1。输出总和为 1 是softmax 函数的一个重要性质。正 因为有了这个性质，我们才可以把softmax 函数的输出解释为“概率”。

比如，上面的例子可以解释成y[0] 的概率是 0.018（ 1.8 %），y[1] 的概率 是 0.245（24.5 %），y[2] 的概率是 0.737（73.7 %）。从概率的结果来看，可以 说“因为第 2 个元素的概率最高，所以答案是第 2 个类别”。而且，还可以回
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答“有 74 % 的概率是第 2 个类别，有 25 % 的概率是第 1 个类别，有 1 % 的概 率是第 0 个类别”。也就是说，通过使用softmax 函数，我们可以用概率的（统 计的）方法处理问题。

这里需要注意的是，即便使用了softmax 函数，各个元素之间的大小关 系也不会改变。这是因为指数函数（y = exp(x)）是单调递增函数。实际上， 上例中 a 的各元素的大小关系和 y 的各元素的大小关系并没有改变。比如，a

的最大值是第 2 个元素， y 的最大值也仍是第 2 个元素。

一般而言，神经网络只把输出值最大的神经元所对应的类别作为识别结果。 并且，即便使用softmax 函数，输出值最大的神经元的位置也不会变。因此， 神经网络在进行分类时，输出层的softmax 函数可以省略。在实际的问题中， 由于指数函数的运算需要一定的计算机运算量， 因此输出层的softmax 函数 一般会被省略。

求解机器学习问题的步骤可以分为“学习”① 和“推理”两个阶段。首 先，在学习阶段进行模型的学习 ② , 然后，在推理阶段，用学到的 模型对未知的数据进行推理（分类）。如前所述，推理阶段一般会省 略输出层的 softmax 函数。在输出层使用 softmax 函数是因为它和 神经网络的学习有关系（详细内容请参考下一章）。

**3.5.4** 输出层的神经元数量

输出层的神经元数量需要根据待解决的问题来决定。对于分类问题，输 出层的神经元数量一般设定为类别的数量。比如，对于某个输入图像，预测 是图中的数字0 到 9 中的哪一个的问题（10 类别分类问题），可以像图3-23 这样，

将输出层的神经元设定为 10 个。

如图 3-23 所示，在这个例子中，输出层的神经元从上往下依次对应数字

0, 1, ..., 9。此外，图中输出层的神经元的值用不同的灰度表示。这个例子

①“学习”也称为“训练”，为了强调算法从数据中学习模型，本书使用“学习”一词。——译者注 ② 这里的“学习”是指使用训练数据、自动调整参数的过程，具体请参考第 4 章。——译者注
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中神经元 y2 颜色最深，输出的值最大。这表明这个神经网络预测的是y2 对应 的类别，也就是“2”。

|  |  |  |  |
| --- | --- | --- | --- |
|  | 某种运算  y0  y1  y2    y9 | | = “ 0 ”  = 1  “ ”  = “ 2 ”    = 9  “ ” |
| 输入层 | | 输出层 | |

图 **3-23** 输出层的神经元对应各个数字

**3.6** 手写数字识别

介绍完神经网络的结构之后，现在我们来试着解决实际问题。这里我们 来进行手写数字图像的分类。假设学习已经全部结束，我们使用学习到的参 数，先实现神经网络的“推理处理”。这个推理处理也称为神经网络的前向 传播（forward propagation）。

和求解机器学习问题的步骤（分成学习和推理两个阶段进行）一样， 使用神经网络解决问题时，也需要首先使用训练数据（学习数据）进 行权重参数的学习；进行推理时，使用刚才学习到的参数，对输入 数据进行分类。
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**3.6.1** MNIST 数据集

这里使用的数据集是MNIST 手写数字图像集。MNIST 是机器学习领域 最有名的数据集之一，被应用于从简单的实验到发表的论文研究等各种场合。 实际上，在阅读图像识别或机器学习的论文时，MNIST 数据集经常作为实

验用的数据出现。

MNIST 数据集是由 0 到 9 的数字图像构成的（图 3-24）。训练图像有 6 万张， 测试图像有 1 万张，这些图像可以用于学习和推理。MNIST 数据集的一般 使用方法是，先用训练图像进行学习，再用学习到的模型度量能在多大程度

上对测试图像进行正确的分类。

|  |
| --- |
|  |

图 **3-24 MNIST** 图像数据集的例子

MNIST 的图像数据是 28 像素 × 28 像素的灰度图像（1 通道），各个像素

的取值在 0 到 255 之间。每个图像数据都相应地标有“7”“2”“1”等标签。

本书提供了便利的Python脚本mnist.py，该脚本支持从下载MNIST数据 集到将这些数据转换成NumPy数组等处理（mnist.py 在dataset 目录下）。使用 mnist.py 时，当前目录必须是ch01 、ch02 、ch03 、… 、ch08 目录中的一个。使

用mnist.py 中的load\_mnist() 函数，就可以按下述方式轻松读入MNIST数据。

import sys, os

sys.path.append(os.pardir) # 为了导入父目录中的文件而进行的设定

from dataset.mnist import load\_mnist

# 第一次调用会花费几分钟 … …

(x\_train, t\_train), (x\_test, t\_test) = load\_mnist(flatten=True,

normalize=False)

# 输出各个数据的形状

print(x\_train.shape) # (60000, 784)
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print(t\_train.shape) # (60000,)

print(x\_test.shape) # (10000, 784)

print(t\_test.shape) # (10000,)

首先，为了导入父目录中的文件，进行相应的设定 ① 。然后，导入 dataset/mnist.py 中的load\_mnist 函 数。最 后，使 用load\_mnist 函 数，读 入 MNIST 数据集。第一次调用load\_mnist 函数时，因为要下载MNIST 数据集， 所以需要接入网络。第 2 次及以后的调用只需读入保存在本地的文件（pickle 文件）即可，因此处理所需的时间非常短。

用来读入 MNIST 图像的文件在本书提供的源代码的dataset 目 录下。并且，我们假定了这个 MNIST 数据集只能从 ch01、ch02、 ch03、… 、ch08 目录中使用，因此，使用时需要从父目录（dataset 目录）中导入文件，为此需要添加 sys.path.append(os.pardir) 语句。

load\_mnist 函数以“(训练图像 ,训练标签)，(测试图像，测试标签)”的 形式返回读入的MNIST 数据。此外，还可以像load\_mnist(normalize=True, flatten=True, one\_hot\_label=False) 这 样，设 置 3 个 参 数。第 1 个 参 数 normalize 设置是否将输入图像正规化为 0.0～1.0 的值。如果将该参数设置 为False，则输入图像的像素会保持原来的 0 ～255。第 2 个参数flatten 设置 是否展开输入图像（变成一维数组）。如果将该参数设置为False，则输入图 像为 1 × 28 × 28的三维数组；若设置为 True，则输入图像会保存为由 784 个 元素构成的一维数组。第 3 个参数 one\_hot\_label 设置是否将标签保存为one- hot 表示（one-hot representation）。one-hot 表示是仅正确解标签为 1，其余 皆为 0 的数组，就像[0,0,1,0,0,0,0,0,0,0] 这样。当 one\_hot\_label 为False 时， 只是像 7 、2 这样简单保存正确解标签；当 one\_hot\_label 为True时，标签则 保存为one-hot 表示。

① 观察本书源代码可知，上述代码在mnist\_show.py 文件中。mnist\_show.py 文件的当前目录是ch03， 但包含load\_mnist() 函数的mnist.py 文件在dataset 目录下。因此， mnist\_show.py 文件不能跨目 录直接导入mnist.py 文件。 sys.path.append(os.pardir) 语句实际上是把父目录deep-learning - from-scratch 加入到sys.path（Python 的搜索模块的路径集）中，从而可以导入deep-learning - from-scratch 下的任何目录（包括dataset 目录）中的任何文件。 ——译者注
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Python 有 pickle 这个便利的功能。这个功能可以将程序运行中的对 象保存为文件。如果加载保存过的 pickle 文件，可以立刻复原之前 程序运行中的对象。用于读入 MNIST 数据集的load\_mnist() 函数内 部也使用了 pickle 功能（在第 2 次及以后读入时）。利用 pickle 功能， 可以高效地完成 MNIST 数据的准备工作。

现在，我们试着显示MNIST 图像， 同时也确认一下数据。图像的显示 使用PIL（Python Image Library）模块。执行下述代码后，训练图像的第一 张就会显示出来，如图 3-25 所示（源代码在ch03/mnist\_show.py 中）。

import sys, os

sys.path.append(os.pardir)

import numpy as np

from dataset.mnist import load\_mnist

from PIL import Image

def img\_show(img):

pil\_img = Image.fromarray(np.uint8(img))

pil\_img.show()

(x\_train, t\_train), (x\_test, t\_test) = load\_mnist(flatten=True,

normalize=False)

img = x\_train[0]

label = t\_train[0]

print(label) # 5

print(img.shape) # (784,)

img = img. reshape(28, 28) # 把图像的形状变成原来的尺寸

print(img.shape) # (28, 28)

img\_show(img)

这里需要注意的是，flatten=True 时读入的图像是以一列（一维）NumPy 数组的形式保存的。因此，显示图像时，需要把它变为原来的 28 像素 × 28 像素的形状。可以通过reshape() 方法的参数指定期望的形状，更改NumPy 数组的形状。此外，还需要把保存为NumPy 数组的图像数据转换为PIL 用 的数据对象，这个转换处理由Image.fromarray() 来完成。
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|  |
| --- |
|  |

图 **3-25** 显示 **MNIST**图像

**3.6.2** 神经网络的推理处理

下面，我们对这个MNIST数据集实现神经网络的推理处理。神经网络 的输入层有 784个神经元，输出层有 10个神经元。输入层的 784这个数字来 源于图像大小的28 × 28 = 784，输出层的10这个数字来源于10类别分类（数 字 0到 9，共 10类别）。此外，这个神经网络有 2个隐藏层，第 1个隐藏层有 50个神经元，第2个隐藏层有100个神经元。这个50和 100可以设置为任何值。 下面我们先定义get\_data() 、init\_network() 、predict() 这 3个函数（代码在 ch03/neuralnet\_mnist.py 中）。

def get\_data():

(x\_train, t\_train), (x\_test, t\_test) = \

load\_mnist(normalize=True, flatten=True, one\_hot\_label=False)

return x\_test, t\_test

def init\_network():

with open("sample\_weight.pkl", 'rb') as f:

network = pickle.load(f)

return network

def predict(network, x):

W1, W2, W3 = network['W1'], network['W2'], network['W3']

b1, b2, b3 = network['b1'], network['b2'], network['b3']
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a1 = np.dot(x, W1) + b1

z1 = sigmoid(a1)

a2 = np.dot(z1, W2) + b2

z2 = sigmoid(a2)

a3 = np.dot(z2, W3) + b3

y = softmax(a3)

return y

init\_network() 会读入保存在pickle 文件sample\_weight.pkl 中的学习到的 权重参数 ①。这个文件中以字典变量的形式保存了权重和偏置参数。剩余的2 个函数，和前面介绍的代码实现基本相同，无需再解释。现在，我们用这 3 个函数来实现神经网络的推理处理。然后，评价它的识别精度（accuracy）， 即能在多大程度上正确分类。

x, t = get\_data()

network = init\_network()

accuracy\_cnt = 0

for i in range(len(x)):

y = predict(network, x[i])

p = np.argmax(y) # 获取概率最高的元素的索引

if p == t[i]:

accuracy\_cnt += 1

print("Accuracy:" + str(float(accuracy\_cnt) / len(x)))

首先获得 MNIST 数据集，生成网络。接着，用for 语句逐一取出保存 在 x 中的图像数据，用predict() 函数进行分类。predict() 函数以NumPy 数 组的形式输出各个标签对应的概率。比如输出[0.1, 0.3, 0.2, ... , 0.04] 的 数组，该数组表示“0”的概率为 0.1，“1”的概率为 0.3，等等。然后，我们 取出这个概率列表中的最大值的索引（第几个元素的概率最高），作为预测结 果。可以用np.argmax(x) 函数取出数组中的最大值的索引，np.argmax(x) 将 获取被赋给参数 x 的数组中的最大值元素的索引。最后， 比较神经网络所预

测的答案和正确解标签，将回答正确的概率作为识别精度。

① 因为之前我们假设学习已经完成，所以学习到的参数被保存下来。假设保存在sample\_weight.pkl 文件中，在推理阶段，我们直接加载这些已经学习到的参数。 ——译者注
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执行上面的代码后，会显示“Accuracy:0.9352”。这表示有 93.52 % 的数 据被正确分类了。目前我们的目标是运行学习到的神经网络，所以不讨论识 别精度本身，不过以后我们会花精力在神经网络的结构和学习方法上，思考

如何进一步提高这个精度。实际上，我们打算把精度提高到 99 % 以上。

另外，在这个例子中，我们把load\_mnist 函数的参数normalize 设置成了 True 。将normalize 设置成True 后，函数内部会进行转换，将图像的各个像 素值除以 255，使得数据的值在 0.0～1.0 的范围内。像这样把数据限定到某 个范围内的处理称为正规化（normalization）。此外，对神经网络的输入数据 进行某种既定的转换称为预处理（pre-processing）。这里， 作为对输入图像的 一种预处理，我们进行了正规化。

预处理在神经网络（深度学习）中非常实用，其有效性已在提高识别 性能和学习的效率等众多实验中得到证明。在刚才的例子中，作为 一种预处理，我们将各个像素值除以 255，进行了简单的正规化。 实际上，很多预处理都会考虑到数据的整体分布。比如，利用数据 整体的均值或标准差，移动数据，使数据整体以 0 为中心分布，或 者进行正规化，把数据的延展控制在一定范围内。除此之外，还有 将数据整体的分布形状均匀化的方法，即数据白化（whitening）等。

**3.6.3** 批处理

以上就是处理MNIST 数据集的神经网络的实现，现在我们来关注输入

数据和权重参数的“形状”。再看一下刚才的代码实现。

下面我们使用Python 解释器，输出刚才的神经网络的各层的权重的形状。

>>> **x, \_ = get\_data()**

>>> **network = init\_network()**

>>> **W1, W2, W3 = network['W1'], network['W2'], network['W3']**

>>>

>>> **x.shape**

(10000, 784)

>>> **x[0].shape**

(784,)

>>> **W1.shape**
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(784, 50)

>>> **W2.shape**

(50, 100)

>>> **W3.shape**

(100, 10)

我们通过上述结果来确认一下多维数组的对应维度的元素个数是否一致 （省略了偏置）。用图表示的话，如图 3-26 所示。可以发现，多维数组的对应 维度的元素个数确实是一致的。此外，我们还可以确认最终的结果是输出了

元素个数为 10 的一维数组。

|  |  |  |
| --- | --- | --- |
| **X W1 W2 W3** → **Y**  形状： 784 784 × 50 50 × 100 100 × 10 10 | | |
| 一致 | 一致 | 一致 |

图 **3-26** 数组形状的变化

从整体的处理流程来看，图 3-26 中，输入一个由 784 个元素（原本是一 个 28 × 28 的二维数组）构成的一维数组后，输出一个有10 个元素的一维数组。

这是只输入一张图像数据时的处理流程。

现在我们来考虑打包输入多张图像的情形。比如，我们想用predict() 函数一次性打包处理100 张图像。为此， 可以把**x**的形状改为100 × 784，将 100 张图像打包作为输入数据。用图表示的话，如图 3-27 所示。

|  |
| --- |
| **X W1 W2 W3** → **Y**  形状： 100 × 784 784 × 50 50 × 100 100 × 10 100 × 10 |

图 **3-27** 批处理中数组形状的变化

如图 3-27 所示，输入数据的形状为 100 × 784，输出数据的形状为

100 × 10。这表示输入的 100 张图像的结果被一次性输出了。比如，x[0] 和
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y[0] 中保存了第 0 张图像及其推理结果，x[1] 和y[1] 中保存了第 1 张图像及

其推理结果，等等。

这种打包式的输入数据称为批（batch）。批有“捆”的意思，图像就如同 纸币一样扎成一捆。

批处理对计算机的运算大有利处，可以大幅缩短每张图像的处理时 间。那么为什么批处理可以缩短处理时间呢？这是因为大多数处理 数值计算的库都进行了能够高效处理大型数组运算的最优化。并且， 在神经网络的运算中， 当数据传送成为瓶颈时，批处理可以减轻数 据总线的负荷（严格地讲，相对于数据读入，可以将更多的时间用在 计算上）。也就是说，批处理一次性计算大型数组要比分开逐步计算 各个小型数组速度更快。

下面我们进行基于批处理的代码实现。这里用粗体显示与之前的实现的

不同之处。

x, t = get\_data()

network = init\_network()

**batch\_size = 100** # 批数量

accuracy\_cnt = 0

**for i in range(0, len(x), batch\_size)** :

**x\_batch = x[i:i+batch\_size]**

**y\_batch = predict(network, x\_batch)**

**p = np.argmax(y\_batch, axis=1)**

**accuracy\_cnt += np.sum(p == t[i:i+batch\_size])**

print("Accuracy:" + str(float(accuracy\_cnt) / len(x)))

我们来逐个解释粗体的代码部分。首先是range() 函数。 range() 函数若 指定为range(start, end)，则会生成一个由start 到end-1之间的整数构成的 列表。若像range(start, end, step) 这样指定 3 个整数，则生成的列表中的

下一个元素会增加step 指定的值。我们来看一个例子。

>>> **list( range(0, 10) )**

[0, 1, 2, 3, 4, 5, 6, 7, 8, 9]
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>>> **list( range(0, 10, 3) )**

[0, 3, 6, 9]

在range() 函数生成的列表的基础上，通过x[i:i+batch\_size] 从输入数 据中抽出批数据。x[i:i+batch\_n] 会取出从第i 个到第i+batch\_n 个之间的数据。 本例中是像x[0:100] 、x[100:200] ……这样，从头开始以100 为单位将数据提

取为批数据。

然后，通过argmax() 获取值最大的元素的索引。不过这里需要注意的是， 我们给定了参数axis=1。这指定了在 100 × 10 的数组中，沿着第 1 维方向（以 第 1 维为轴）找到值最大的元素的索引（第 0 维对应第 1 个维度）①。这里也来

看一个例子。

>>> **x = np.array([[0.1, 0.8, 0.1], [0.3, 0.1, 0.6],**

... **[0.2, 0.5, 0.3], [0.8, 0.1, 0.1]])**

>>> **y = np.argmax(x, axis=1)**

>>> **print(y)**

[1 2 1 0]

最后，我们比较一下以批为单位进行分类的结果和实际的答案。为此， 需要在NumPy 数组之间使用比较运算符（==）生成由True/False 构成的布尔 型数组，并计算 True 的个数。我们通过下面的例子进行确认。

>>> **y = np.array([1, 2, 1, 0])**

>>> **t = np.array([1, 2, 0, 0])**

>>> **print(y==t)**

[True True False True]

>>> **np.sum(y==t)**

3

至此，基于批处理的代码实现就介绍完了。使用批处理，可以实现高速 且高效的运算。下一章介绍神经网络的学习时，我们将把图像数据作为打包

的批数据进行学习，届时也将进行和这里的批处理一样的代码实现。

① 矩阵的第 0 维是列方向，第 1 维是行方向。——译者注
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**3.7** 小结

本章介绍了神经网络的前向传播。本章介绍的神经网络和上一章的感知 机在信号的按层传递这一点上是相同的，但是，向下一个神经元发送信号时， 改变信号的激活函数有很大差异。神经网络中使用的是平滑变化的sigmoid 函数，而感知机中使用的是信号急剧变化的阶跃函数。这个差异对于神经网

络的学习非常重要，我们将在下一章介绍。

|  |
| --- |
| 本章所学的内容  . 神经网络中的激活函数使用平滑变化的sigmoid 函数或ReLU 函数。  . 通过巧妙地使用NumPy 多维数组，可以高效地实现神经网络。  . 机器学习的问题大体上可以分为回归问题和分类问题。  . 关于输出层的激活函数，回归问题中一般用恒等函数，分类问题中 一般用softmax 函数。  . 分类问题中，输出层的神经元的数量设置为要分类的类别数。  . 输入数据的集合称为批。通过以批为单位进行推理处理，能够实现 高速的运算。 |
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第4章

神经网络的学习

本章的主题是神经网络的学习。这里所说的“学习”是指从训练数据中 自动获取最优权重参数的过程。本章中，为了使神经网络能进行学习，将导 入损失函数这一指标。而学习的目的就是以该损失函数为基准，找出能使它 的值达到最小的权重参数。为了找出尽可能小的损失函数的值，本章我们将

介绍利用了函数斜率的梯度法。

**4.1** 从数据中学习

神经网络的特征就是可以从数据中学习。所谓“从数据中学习”，是指 可以由数据自动决定权重参数的值。这是非常了不起的事情！因为如果所有 的参数都需要人工决定的话，工作量就太大了。在第 2 章介绍的感知机的例 子中，我们对照着真值表，人工设定了参数的值，但是那时的参数只有 3 个。 而在实际的神经网络中，参数的数量成千上万，在层数更深的深度学习中， 参数的数量甚至可以上亿，想要人工决定这些参数的值是不可能的。本章将 介绍神经网络的学习，即利用数据决定参数值的方法，并用Python 实现对 MNIST 手写数字数据集的学习。

对于线性可分问题，第 2 章的感知机是可以利用数据自动学习的。 根据“感知机收敛定理”，通过有限次数的学习，线性可分问题是可 解的。但是，非线性可分问题则无法通过（自动）学习来解决。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)

**82**

1 第 4 章 神经网络的学习

**4.1.1** 数据驱动

数据是机器学习的命根子。从数据中寻找答案、从数据中发现模式、根 据数据讲故事……这些机器学习所做的事情，如果没有数据的话，就无从谈 起。因此，数据是机器学习的核心。这种数据驱动的方法，也可以说脱离了

过往以人为中心的方法。

通常要解决某个问题，特别是需要发现某种模式时，人们一般会综合考 虑各种因素后再给出回答。“这个问题好像有这样的规律性？”“不对，可能 原因在别的地方。”——类似这样，人们以自己的经验和直觉为线索，通过反 复试验推进工作。而机器学习的方法则极力避免人为介入，尝试从收集到的 数据中发现答案（模式）。神经网络或深度学习则比以往的机器学习方法更能

避免人为介入。

现在我们来思考一个具体的问题， 比如如何实现数字“5”的识别。数字 5 是图 4-1 所示的手写图像，我们的目标是实现能区别是否是 5 的程序。这个

问题看起来很简单，大家能想到什么样的算法呢？

|  |
| --- |
|  |

图 **4-1** 手写数字 **5** 的例子：写法因人而异，五花八门

如果让我们自己来设计一个能将 5 正确分类的程序，就会意外地发现这 是一个很难的问题。人可以简单地识别出 5，但却很难明确说出是基于何种 规律而识别出了 5。此外，从图 4-1 中也可以看到，每个人都有不同的写字习惯，

要发现其中的规律是一件非常难的工作。

因此，与其绞尽脑汁，从零开始想出一个可以识别 5 的算法，不如考虑

通过有效利用数据来解决这个问题。一种方案是，先从图像中提取特征量，

4.1 从数据中学习 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **83**

再用机器学习技术学习这些特征量的模式。这里所说的“特征量”是指可以 从输入数据（输入图像）中准确地提取本质数据（重要的数据）的转换器。图 像的特征量通常表示为向量的形式。在计算机视觉领域，常用的特征量包括 SIFT 、SURF 和HOG 等。使用这些特征量将图像数据转换为向量，然后对

转换后的向量使用机器学习中的SVM 、KNN 等分类器进行学习。

机器学习的方法中， 由机器从收集到的数据中找出规律性。与从零开始 想出算法相比，这种方法可以更高效地解决问题，也能减轻人的负担。但是 需要注意的是，将图像转换为向量时使用的特征量仍是由人设计的。对于不 同的问题，必须使用合适的特征量（必须设计专门的特征量），才能得到好的 结果。比如，为了区分狗的脸部，人们需要考虑与用于识别 5 的特征量不同 的其他特征量。也就是说，即使使用特征量和机器学习的方法，也需要针对

不同的问题人工考虑合适的特征量。

到这里，我们介绍了两种针对机器学习任务的方法。将这两种方法用图 来表示，如图 4-2 所示。图中还展示了神经网络（深度学习）的方法，可以看

出该方法不存在人为介入。

如图 4-2 所示，神经网络直接学习图像本身。在第 2 个方法，即利用特 征量和机器学习的方法中，特征量仍是由人工设计的，而在神经网络中，连

图像中包含的重要特征量也都是由机器来学习的。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| |  | | --- | | 机器学习  （SVM、KNN等） |  |  | | --- | | 人想到的算法 |  |  | | --- | | 人想到的特征量 （SIFT、HOG等） | | | 答案  答案  答案 |
|  | |  | | --- | | 神经网络  （深度学习） | |

图 **4-2** 从人工设计规则转变为由机器从数据中学习：没有人为介入的方块用灰色表示
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深 度 学 习 有 时 也 称 为 端 到 端 机 器 学 习（end-to-end machine learning）。这里所说的端到端是指从一端到另一端的意思，也就是 从原始数据（输入）中获得目标结果（输出）的意思。

神经网络的优点是对所有的问题都可以用同样的流程来解决。比如，不 管要求解的问题是识别 5，还是识别狗，抑或是识别人脸，神经网络都是通 过不断地学习所提供的数据，尝试发现待求解的问题的模式。也就是说，与 待处理的问题无关，神经网络可以将数据直接作为原始数据，进行“端对端”

的学习。

**4.1.2** 训练数据和测试数据

本章主要介绍神经网络的学习，不过在这之前，我们先来介绍一下机器

学习中有关数据处理的一些注意事项。

机器学习中，一般将数据分为训练数据和测试数据两部分来进行学习和 实验等。首先，使用训练数据进行学习，寻找最优的参数；然后，使用测试 数据评价训练得到的模型的实际能力。为什么需要将数据分为训练数据和测 试数据呢？因为我们追求的是模型的泛化能力。为了正确评价模型的泛化能

力，就必须划分训练数据和测试数据。另外，训练数据也可以称为监督数据。

泛化能力是指处理未被观察过的数据（不包含在训练数据中的数据）的 能力。获得泛化能力是机器学习的最终目标。比如，在识别手写数字的问题 中，泛化能力可能会被用在自动读取明信片的邮政编码的系统上。此时，手 写数字识别就必须具备较高的识别“某个人”写的字的能力。注意这里不是“特 定的某个人写的特定的文字”，而是“任意一个人写的任意文字”。如果系统 只能正确识别已有的训练数据，那有可能是只学习到了训练数据中的个人的

习惯写法。

因此，仅仅用一个数据集去学习和评价参数，是无法进行正确评价的。 这样会导致可以顺利地处理某个数据集，但无法处理其他数据集的情况。顺 便说一下，只对某个数据集过度拟合的状态称为过拟合（over fitting）。避免 过拟合也是机器学习的一个重要课题。
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**4.2** 损失函数

如果有人问你现在有多幸福，你会如何回答呢？一般的人可能会给出诸 如“还可以吧”或者“不是那么幸福”等笼统的回答。如果有人回答“我现在 的幸福指数是 10.23”的话，可能会把人吓一跳吧。因为他用一个数值指标来

评判自己的幸福程度。

这里的幸福指数只是打个比方，实际上神经网络的学习也在做同样的事 情。神经网络的学习通过某个指标表示现在的状态。然后，以这个指标为基 准，寻找最优权重参数。和刚刚那位以幸福指数为指引寻找“最优人生”的 人一样，神经网络以某个指标为线索寻找最优权重参数。神经网络的学习中 所用的指标称为损失函数（loss function）。这个损失函数可以使用任意函数， 但一般用均方误差和交叉熵误差等。

损失函数是表示神经网络性能的“恶劣程度”的指标， 即当前的 神经网络对监督数据在多大程度上不拟合，在多大程度上不一致。 以“性能的恶劣程度”为指标可能会使人感到不太自然，但是如 果给损失函数乘上一个负值，就可以解释为“在多大程度上不坏”， 即“性能有多好”。并且，“使性能的恶劣程度达到最小”和“使性 能的优良程度达到最大”是等价的，不管是用“恶劣程度”还是“优 良程度”，做的事情本质上都是一样的。

**4.2.1** 均方误差

可以用作损失函数的函数有很多，其中最有名的是均方误差（mean squared error）。均方误差如下式所示。
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E = 2
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k

这里， yk 是表示神经网络的输出，tk 表示监督数据，k 表示数据的维数。
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比如，在3.6 节手写数字识别的例子中，yk、tk 是由如下 10 个元素构成的数据。

>>> **y = [0.1, 0.05, 0.6, 0.0, 0.05, 0.1, 0.0, 0.1, 0.0, 0.0]**

>>> **t = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]**

数组元素的索引从第一个开始依次对应数字“0”“1”“2 ”…… 这里，神 经网络的输出y 是softmax 函数的输出。由于softmax 函数的输出可以理解为 概率，因此上例表示“0”的概率是 0.1，“1”的概率是 0.05，“2”的概率是 0.6 等。 t 是监督数据，将正确解标签设为1，其他均设为 0。这里，标签“2”为 1， 表示正确解是“2”。将正确解标签表示为1，其他标签表示为0 的表示方法称

为 **one-hot**表示。

如式（4.1）所示，均方误差会计算神经网络的输出和正确解监督数据的 各个元素之差的平方，再求总和。现在，我们用Python 来实现这个均方误差， 实现方式如下所示。

def mean\_squared\_error(y, t):

return 0.5 \* np.sum((y-t)\*\*2)

这里，参数 y 和t 是 NumPy 数组。代码实现完全遵照式（4.1），因此不 再具体说明。现在，我们使用这个函数，来实际地计算一下。

>>> # 设 “2” 为正确解

>>> **t = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]**

>>>

>>> # 例 1 ：“2” 的概率最高的情况（0.6）

>>> **y = [0.1, 0.05, 0.6, 0.0, 0.05, 0.1, 0.0, 0.1, 0.0, 0.0]**

>>> **mean\_squared\_error(np.array(y), np.array(t))**

0.097500000000000031

>>>

>>> # 例 2 ：“7” 的概率最高的情况（0.6）

>>> **y = [0.1, 0.05, 0.1, 0.0, 0.05, 0.1, 0.0, 0.6, 0.0, 0.0]**

>>> **mean\_squared\_error(np.array(y), np.array(t))**

0.59750000000000003

这里举了两个例子。第一个例子中，正确解是“2”，神经网络的输出的最大 值是“2”；第二个例子中，正确解是“2”，神经网络的输出的最大值是“7”。如 实验结果所示，我们发现第一个例子的损失函数的值更小，和监督数据之间的

误差较小。也就是说，均方误差显示第一个例子的输出结果与监督数据更加吻合。
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**4.2.2** 交叉熵误差

除了均方误差之外，交叉熵误差（cross entropy error）也经常被用作损 失函数。交叉熵误差如下式所示。
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这里，log 表示以e 为底数的自然对数（loge）。yk 是神经网络的输出，tk 是 正确解标签。并且，tk 中只有正确解标签的索引为1，其他均为0（one-hot 表示）。 因此，式（4.2）实际上只计算对应正确解标签的输出的自然对数。比如，假设 正确解标签的索引是“2”，与之对应的神经网络的输出是0.6，则交叉熵误差 是−log 0.6 = 0.51；若“2”对应的输出是0.1，则交叉熵误差为−log 0.1 = 2.30。 也就是说，交叉熵误差的值是由正确解标签所对应的输出结果决定的。

自然对数的图像如图 4-3 所示。

|  |  |
| --- | --- |
| |  | | --- | |  | |

图 **4-3** 自然对数**y = log x**的图像
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如图 4-3 所示， x 等于 1 时， y 为 0；随着 x 向 0 靠近， y 逐渐变小。因此， 正确解标签对应的输出越大，式（4.2）的值越接近 0；当输出为 1 时，交叉熵 误差为 0。此外，如果正确解标签对应的输出较小，则式（4.2）的值较大。

下面，我们来用代码实现交叉熵误差。

def cross\_entropy\_error(y, t):

delta = 1e-7

return -np.sum(t \* np.log(y + delta))

这里，参数 y 和t 是NumPy 数组。函数内部在计算np.log 时，加上了一 个微小值delta。这是因为，当出现np.log(0) 时， np.log(0) 会变为负无限大 的 -inf，这样一来就会导致后续计算无法进行。作为保护性对策，添加一个 微小值可以防止负无限大的发生。下面，我们使用 cross\_entropy\_error(y, t)

进行一些简单的计算。

>>> **t = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]**

>>> **y = [0.1, 0.05, 0.6, 0.0, 0.05, 0.1, 0.0, 0.1, 0.0, 0.0]**

>>> **cross\_entropy\_error(np.array(y), np.array(t))**

0.51082545709933802

>>>

>>> **y = [0.1, 0.05, 0.1, 0.0, 0.05, 0.1, 0.0, 0.6, 0.0, 0.0]**

>>> **cross\_entropy\_error(np.array(y), np.array(t))**

2.3025840929945458

第一个例子中，正确解标签对应的输出为 0.6，此时的交叉熵误差大约 为 0.51。第二个例子中，正确解标签对应的输出为 0.1 的低值，此时的交叉

熵误差大约为 2.3。由此可以看出，这些结果与我们前面讨论的内容是一致的。

**4.2.3** mini-batch 学习

机器学习使用训练数据进行学习。使用训练数据进行学习，严格来说， 就是针对训练数据计算损失函数的值，找出使该值尽可能小的参数。因此， 计算损失函数时必须将所有的训练数据作为对象。也就是说，如果训练数据

有 100 个的话，我们就要把这 100 个损失函数的总和作为学习的指标。

前面介绍的损失函数的例子中考虑的都是针对单个数据的损失函数。如
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果要求所有训练数据的损失函数的总和，以交叉熵误差为例，可以写成下面 的式（4.3）。

E = - N ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAAUCAYAAAD/Rn+7AAAC/0lEQVRIia2WW4hNURjHf8c5mHGZWe2o8WItVpSMhmkYpdxCU8ql5FaUxvVBFC8TxYMnJh54UWpEuT+5JDyQXEIuKUzDyloPyoPae9OMUY7jYW91HHO09znzf9vft/7/9d/r8q0vo6WaBSyhcnQbZ68UB7RUo4FdVWjmgSPG2Z854CvQAdQCa4DXZUjZeEwdMBloAdYDeS3VLePst6KxfUAbMAc4BXSW0cwANcAIYDzQCKwDJgIfgMsZAC1Veyz0DmgxzvYl+U0t1RjgANBjnD1ekhsPvAJGA3ONs48TamaBDcBK4+zyLIAfBi89IaYA84EGPwyuJhHzw6DPD4ObnhBtnhD3/TAozoWeEO+JVmSRJ8RpPwz6E2gW/DB45QnR6wkxMvsn4QlxG1gLLPSE6PbD4E0SkzH3RSyeL5nsnSdEA7AImOSHwaWkmn4Y9HhC5DPFQS1VK/CA6AxNN85+TCpYDlqqGuAZ0fnabpw9mYY/pPjDOPsE2E90Ec5rqYZWa9A42090+b4Dx7RUjRUbjHEYuAO0AoeqNQhgnH0L7CaqAhe1VLVJudnSgB8GeELcATYCiz0hHvthYKo16YfBc0+IRmAeMNYPg+tJeAOtIMbZz7FBgDNx4R0MbAEcsFVLtTQJYUCDAMbZW8AF4FpJEa4YxtmAaKsN8CQJJ1cuoaWaTVRkN5YbkxZaqpHATmCpcfZLNUITtFT3tFRiEM0N0VJd0VItSMP7Z4u1VPVAF7Ap3pLBQidwwzh7Nw3pL4NaqhxwFuhIU6S1VLVaqmH/ye8A+o2zXWnMaanqS1fwBHAu6cNehHaiFmmgSdqAucC+lOZmAE25osBe4JNx9kIKkeHAUaDXOPuPQS3VNGAPsMw4W0ihu5qoBWzOxYEVRH+5TUs1rgwvS/QE1gFjiAruKkABUweYpIHoLG8GRJkLlwFGEVWLOqAZWBZ7OWicLWS0VE3AI6KmsRI8Nc62lpgbCjwEZlaoWQAmGmdtJhar1BzAj7gh+AtxNagUv/48Dr8BhWAE5ubD3isAAAAASUVORK5CYII=) tk log Jk （ 4.3）
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这里 , 假设数据有 N个， tnk 表示第 n 个数据的第 k 个元素的值（ynk 是神 经网络的输出，tnk 是监督数据）。式子虽然看起来有一些复杂，其实只是把 求单个数据的损失函数的式（4.2）扩大到了 N份数据，不过最后还要除以 N 进行正规化。通过除以N，可以求单个数据的“平均损失函数”。通过这样的 平均化，可以获得和训练数据的数量无关的统一指标。比如，即便训练数据

有 1000 个或 10000 个，也可以求得单个数据的平均损失函数。

另外， MNIST 数据集的训练数据有 60000 个，如果以全部数据为对象 求损失函数的和，则计算过程需要花费较长的时间。再者，如果遇到大数据， 数据量会有几百万、几千万之多，这种情况下以全部数据为对象计算损失函 数是不现实的。因此，我们从全部数据中选出一部分，作为全部数据的“近 似”。神经网络的学习也是从训练数据中选出一批数据（称为mini-batch, 小 批量），然后对每个mini-batch 进行学习。比如，从 60000 个训练数据中随机 选择 100 笔，再用这100 笔数据进行学习。这种学习方式称为**mini-batch**学习。

下面我们来编写从训练数据中随机选择指定个数的数据的代码，以进行

mini-batch 学习。在这之前，先来看一下用于读入MNIST 数据集的代码。

import sys, os

sys.path.append(os.pardir)

import numpy as np

from dataset.mnist import load\_mnist

(x\_train, t\_train), (x\_test, t\_test) = \

load\_mnist(normalize=True, one\_hot\_label=True)

print(x\_train.shape) # (60000, 784)

print(t\_train.shape) # (60000, 10)

第 3 章介绍过，load\_mnist 函数是用于读入MNIST 数据集的函数。这个

函数在本书提供的脚本dataset/mnist.py 中，它会读入训练数据和测试数据。
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读入数据时，通过设定参数 one\_hot\_label=True，可以得到one-hot 表示（即 仅正确解标签为 1，其余为 0 的数据结构）。

读入上面的 MNIST 数据后，训练数据有 60000 个，输入数据是 784 维 （28 × 28）的图像数据，监督数据是 10 维的数据。因此，上面的 x\_train 、t\_ train 的形状分别是(60000, 784) 和(60000, 10)。

那么，如何从这个训练数据中随机抽取 10 笔数据呢？我们可以使用

NumPy 的np.random.choice()，写成如下形式。

train\_size = x\_train.shape[0]

batch\_size = 10

batch\_mask = np.random.choice(train\_size, batch\_size)

x\_batch = x\_train[batch\_mask]

t\_batch = t\_train[batch\_mask]

使用 np.random.choice() 可以从指定的数字中随机选择想要的数字。比如， np.random.choice(60000, 10) 会从 0 到 59999 之间随机选择 10 个数字。如下

面的实际代码所示，我们可以得到一个包含被选数据的索引的数组。

>>> **np.random.choice(60000, 10)**

array([ 8013, 14666, 58210, 23832, 52091, 10153, 8107, 19410, 27260, 21411])

之后，我们只需指定这些随机选出的索引，取出mini-batch，然后使用 这个mini-batch 计算损失函数即可。

计算电视收视率时，并不会统计所有家庭的电视机，而是仅以那些 被选中的家庭为统计对象。比如，通过从关东地区随机选择 1000 个 家庭计算收视率，可以近似地求得关东地区整体的收视率。这 1000 个家庭的收视率，虽然严格上不等于整体的收视率，但可以作为整 体的一个近似值。和收视率一样，mini-batch 的损失函数也是利用 一部分样本数据来近似地计算整体。也就是说，用随机选择的小批 量数据（mini-batch）作为全体训练数据的近似值。

4.2 损失函数 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **91**

**4.2.4** mini-batch 版交叉熵误差的实现

如何实现对应mini-batch 的交叉熵误差呢？ 只要改良一下之前实现的对 应单个数据的交叉熵误差就可以了。这里，我们来实现一个可以同时处理单

个数据和批量数据（数据作为batch 集中输入）两种情况的函数。

def cross\_entropy\_error(y, t):

if y.ndim == 1:

t = t. reshape(1, t.size)

y = y. reshape(1, y.size)

batch\_size = y.shape[0]

return -np.sum(t \* np.log(y + 1e-7)) / batch\_size

这里， y 是神经网络的输出，t 是监督数据。y 的维度为 1 时，即求单个 数据的交叉熵误差时，需要改变数据的形状。并且，当输入为mini-batch 时， 要用batch 的个数进行正规化，计算单个数据的平均交叉熵误差。

此外，当监督数据是标签形式（非one-hot 表示，而是像“2”“7”这样的 标签）时，交叉熵误差可通过如下代码实现。

def cross\_entropy\_error(y, t):

if y.ndim == 1:

t = t. reshape(1, t.size)

y = y. reshape(1, y.size)

batch\_size = y.shape[0]

return -np.sum(np.log(y[np.a range(batch\_size), t] + 1e-7)) / batch\_size

实现的要点是，由于one-hot 表示中t 为0的元素的交叉熵误差也为0，因 此针对这些元素的计算可以忽略。换言之，如果可以获得神经网络在正确 解标签处的输出，就可以计算交叉熵误差。因此，t 为one-hot 表示时通过 t \* np.log(y) 计算的地方，在t 为标签形式时，可用np.log( y[np.a range (batch\_size), t] ) 实现相同的处理（为了便于观察，这里省略了微小值 1e-7）。 作为参考，简单介绍一下np.log( y[np.arange(batch\_size), t] )。np.arange (batch\_size) 会生成一个从 0 到batch\_size-1 的数组。比如当batch\_size 为 5

时， np.a range(batch\_size) 会生成一个 NumPy 数组[0, 1, 2, 3, 4]。因为
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t 中标签是以[2, 7, 0, 9, 4] 的形式存储的，所以y[np.a range(batch\_size), t] 能抽出各个数据的正确解标签对应的神经网络的输出（在这个例子中， y[np.a range(batch\_size), t] 会生成 NumPy 数组 [y[0,2], y[1,7], y[2,0], y[3,9], y[4,4]]）。

**4.2.5** 为何要设定损失函数

上面我们讨论了损失函数，可能有人要问：“为什么要导入损失函数呢？ ” 以数字识别任务为例，我们想获得的是能提高识别精度的参数，特意再导入 一个损失函数不是有些重复劳动吗？也就是说，既然我们的目标是获得使识

别精度尽可能高的神经网络，那不是应该把识别精度作为指标吗？

对于这一疑问，我们可以根据“导数”在神经网络学习中的作用来回答。 下一节中会详细说到，在神经网络的学习中，寻找最优参数（权重和偏置）时， 要寻找使损失函数的值尽可能小的参数。为了找到使损失函数的值尽可能小 的地方，需要计算参数的导数（确切地讲是梯度），然后以这个导数为指引，

逐步更新参数的值。

假设有一个神经网络，现在我们来关注这个神经网络中的某一个权重参 数。此时，对该权重参数的损失函数求导，表示的是“如果稍微改变这个权 重参数的值，损失函数的值会如何变化”。如果导数的值为负，通过使该权 重参数向正方向改变，可以减小损失函数的值；反过来，如果导数的值为正， 则通过使该权重参数向负方向改变，可以减小损失函数的值。不过，当导数 的值为 0 时，无论权重参数向哪个方向变化，损失函数的值都不会改变，此

时该权重参数的更新会停在此处。

之所以不能用识别精度作为指标，是因为这样一来绝大多数地方的导数

都会变为 0，导致参数无法更新。话说得有点多了，我们来总结一下上面的内容。

在进行神经网络的学习时，不能将识别精度作为指标。因为如果以 识别精度为指标，则参数的导数在绝大多数地方都会变为0。

为什么用识别精度作为指标时，参数的导数在绝大多数地方都会变成 0
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呢？为了回答这个问题，我们来思考另一个具体例子。假设某个神经网络正 确识别出了100 笔训练数据中的32 笔，此时识别精度为32 %。如果以识别精 度为指标，即使稍微改变权重参数的值，识别精度也仍将保持在 32 %，不会 出现变化。也就是说，仅仅微调参数，是无法改善识别精度的。即便识别精 度有所改善，它的值也不会像 32.0123 ... % 这样连续变化，而是变为 33 %、 34 % 这样的不连续的、离散的值。而如果把损失函数作为指标，则当前损 失函数的值可以表示为0.92543 ... 这样的值。并且， 如果稍微改变一下参数

的值，对应的损失函数也会像 0.93432 ... 这样发生连续性的变化。

识别精度对微小的参数变化基本上没有什么反应，即便有反应，它的值 也是不连续地、突然地变化。作为激活函数的阶跃函数也有同样的情况。出 于相同的原因，如果使用阶跃函数作为激活函数，神经网络的学习将无法进行。 如图 4-4 所示，阶跃函数的导数在绝大多数地方（除了 0 以外的地方）均为 0。 也就是说，如果使用了阶跃函数，那么即便将损失函数作为指标，参数的微 小变化也会被阶跃函数抹杀，导致损失函数的值不会产生任何变化。

阶跃函数就像“竹筒敲石”一样，只在某个瞬间产生变化。而sigmoid 函数， 如图 4-4 所示，不仅函数的输出（竖轴的值）是连续变化的，曲线的斜率（导数） 也是连续变化的。也就是说，sigmoid 函数的导数在任何地方都不为0。这对 神经网络的学习非常重要。得益于这个斜率不会为 0 的性质，神经网络的学

习得以正确进行。

|  |  |
| --- | --- |
| 阶跃函数 | sigmoid函数 |
|  | |  | | --- | |  | |

图 **4-4** 阶跃函数和 **sigmoid**函数：阶跃函数的斜率在绝大多数地方都为**0** ，而 **sigmoid**函 数的斜率（切线）不会为 **0**
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**4.3** 数值微分

梯度法使用梯度的信息决定前进的方向。本节将介绍梯度是什么、有什

么性质等内容。在这之前，我们先来介绍一下导数。

**4.3.1** 导数

假如你是全程马拉松选手，在开始的 10 分钟内跑了 2 千米。如果要计算 此时的奔跑速度，则为 2/10 = 0.2［千米 / 分］。也就是说，你以 1 分钟前进 0.2 千米的速度（变化）奔跑。

在这个马拉松的例子中，我们计算了“奔跑的距离”相对于“时间”发生 了多大变化。不过，这个 10 分钟跑 2 千米的计算方式，严格地讲，计算的是 10 分钟内的平均速度。而导数表示的是某个瞬间的变化量。因此，将 10 分 钟这一时间段尽可能地缩短， 比如计算前 1 分钟奔跑的距离、前 1 秒钟奔跑 的距离、前 0.1 秒钟奔跑的距离……这样就可以获得某个瞬间的变化量（某个

瞬时速度）。

综上，导数就是表示某个瞬间的变化量。它可以定义成下面的式子。
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= lim
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（4.4）

式（4.4）表示的是函数的导数。左边的符号
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表示 f（x）关于 x 的导

数，即 f（x）相对于 x 的变化程度。式（4.4）表示的导数的含义是，x 的“微小 变化”将导致函数 f（x）的值在多大程度上发生变化。其中，表示微小变化的

h 无限趋近 0，表示为 lim 。

h→0

接下来，我们参考式（4.4），来实现求函数的导数的程序。如果直接实 现式（4.4）的话，向 h 中赋入一个微小值，就可以计算出来了。比如，下面 的实现如何？

# 不好的实现示例

def numerical\_diff(f, x):
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h = 10e-50

return (f(x+h) - f(x)) / h

函数numerical\_diff(f, x) 的名称来源于数值微分① 的英文 numerical differentiation。这个函数有两个参数，即“函数f”和“传给函数f 的参数 x”。 乍一看这个实现没有问题，但是实际上这段代码有两处需要改进的地方。

在上面的实现中， 因为想把尽可能小的值赋给h（可以话，想让h 无限接 近 0），所以h 使用了10e-50（有 50 个连续的 0 的“0.00 ... 1”）这个微小值。但 是，这样反而产生了舍入误差（rounding error）。所谓舍入误差，是指因省 略小数的精细部分的数值（比如，小数点第8 位以后的数值）而造成最终的计

算结果上的误差。比如，在Python 中，舍入误差可如下表示。

>>> **np.float32(1e-50)**

0.0

如上所示，如果用float32 类型（32 位的浮点数）来表示 1e-50，就会变成 0.0，无法正确表示出来。也就是说，使用过小的值会造成计算机出现计算 上的问题。这是第一个需要改进的地方，即将微小值h 改为 10−4。使用 10−4

就可以得到正确的结果。

第二个需要改进的地方与函数f 的差分有关。虽然上述实现中计算了函 数f 在x+h 和 x 之间的差分，但是必须注意到，这个计算从一开始就有误差。 如图 4-5 所示，“真的导数”对应函数在 x 处的斜率（称为切线），但上述实现 中计算的导数对应的是(x + h) 和 x 之间的斜率。因此，真的导数（真的切线） 和上述实现中得到的导数的值在严格意义上并不一致。这个差异的出现是因

为 h 不可能无限接近 0。

如图 4-5 所示，数值微分含有误差。为了减小这个误差，我们可以计算 函数 f 在(x + h) 和(x − h) 之间的差分。因为这种计算方法以 x 为中心，计 算它左右两边的差分，所以也称为中心差分（而(x + h) 和 x 之间的差分称为 前向差分）。下面，我们基于上述两个要改进的点来实现数值微分（数值梯度）。

① 所谓数值微分就是用数值方法近似求解函数的导数的过程。——译者注
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|  |
| --- |
| 近似切线  y = f(x)  x x + h  真的切线 |

图 **4-5** 真的导数（真的切线）和数值微分（近似切线）的值不同

def numerical\_diff(f, x):

h = 1e-4 # 0.0001

return (f(x+h) - f(x-h)) / (2\*h)

如上所示，利用微小的差分求导数的过程称为数值微分（numerical differentiation）。而基于数学式的推导求导数的过程，则用“解析 性”（analytic）一词，称为“解析性求解”或者“解析性求导”。比如，
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y的导数为4。解析性求导得到的导数是不含误差的“真的导数”。

**4.3.2** 数值微分的例子

现在我们试着用上述的数值微分对简单函数进行求导。先来看一个由下

式表示的 2 次函数。

y = 0.01x2 + 0.1x （ 4.5）

4.3 数值微分 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **97**

用Python 来实现式（4.5），如下所示。

def function\_ 1(x):

return 0.01\*x\*\*2 + 0.1\*x

接下来，我们来绘制这个函数的图像。画图所用的代码如下，生成的图

像如图 4-6 所示。

import numpy as np

import matplotlib.pylab as plt

x = np.a range(0.0, 20.0, 0.1) # 以 0.1 为单位，从 0 到 20 的数组x

y = function\_ 1(x)

plt.xlabel("x")

plt.ylabel("f(x)")

plt.plot(x, y)

plt.show()

|  |
| --- |
|  |

图 **4-6 f(x) = 0.01x**2 **+ 0.1x**的图像

我们来计算一下这个函数在 x = 5 和 x = 10 处的导数。
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>>> **numerical\_diff(function\_1, 5)**

0.1999999999990898

>>> **numerical\_diff(function\_1, 10)**

0.2999999999986347

这里计算的导数是 f(x) 相对于 x 的变化量，对应函数的斜率。另外，

f(x) = 0.01x2 + 0.1x 的 解 析 解 是

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAFCAYAAACXU8ZrAAAAO0lEQVQImX3KsQ2AMAwAwYtkKWM4IkPBomyEGAJRUKbC3/61maMj/PcGdmwFuoq3ajPHgSzMHTjRC/R8A1kGRkmV+f0AAAAASUVORK5CYII=) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAAJCAYAAADKIfe/AAABx0lEQVQ4jYXTy6vPQRgG8M85juRejltSM5kiudtQLCRKkawoCbGk+AuUlKxlwQILFopkYYGSlKyl3MpkJiK55R4WLH6jvv3qdN7NzDzv884zb+8zA5BCHI/d+IApuJBr+aMvUohjsAs/MIyLuZZvLbcJczAPN3It9/rr+2OwrWdwO9dyBc9wfAT+EbzOtVzGdZxtwhvxLtdyDidwMYW4alTxFOJUrMm1PG/YfexsXXa7HsB+3IVcyyssSiHOwBYcbPg33MKO0cSHsBxf/gO5lr8pRFiAxx3uXEzOtfzuYJ+wCkcxroPPwZ326ID1mI2nmIS1ODDYV9SNsX3nEXm5lo+5ljdNbA0m4GTLb8i1nMcD7MPV1rQh/Bzh0n7DjcpLIc7CAWzvGPZKW5fiZq7lu974DOIFpvVdOBGv+rDXGEohDnWwachNeGoT3p9reZ9CXAG5ls+Nu07zSwpxJgw247xMIU5vifl6zv+SQhyfQjyTQhzOtfzFNSxrvEn4mmt50r7qKT2PbE4h7sbKFOLCFOLp9rDVeJRCnKI3c/+72ItDKcSHWKI5t8VAZ3+48eZhMfY0fJuekboOP6Y3qrfYqjfvPfiFS/APH3iTntYk4a0AAAAASUVORK5CYII=) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAJCAYAAADgkQYQAAAAQElEQVQYlWNgQAPK8grp6GJM6AIMDAwqxCjCAEQpYlSWV4hhYGDQRxKzZ2BgOIjEf4WhS1leoZt2bsKm6CG6AAB/WwWgVfSnJgAAAABJRU5ErkJggg==) ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAAJCAYAAADU6McMAAAA20lEQVQokZXSMUpDQRSF4S8PgxYKEgjYzchsQBAsXIC96UUrOxcg1tmFjYVaKK7Awo0MzjQ2SSsoilj4Ag95SDwwXPgP/DCXO9AmhTjBGjZxl2uZ6UkKcRUHGOZaHqBpi2OMcy03uMJ1CnHQIxjjCIdIC9608xRPkGt5xQd2f0tyLbNcyyVeunwh2cO8w+fY7/tOX5oUYoOVnm64tCTX8oX3nu5zaUk7nzHq8BHyfyX32OnwLTxCCvEihfjnfha7mOI8hTjENs5yLW9tN2ifFOIGJn5uaT2FeILbb5LtMs/3+cYgAAAAAElFTkSuQmCC)。因 此，在 x = 5 和

x = 10 处，“真的导数”分别为 0.2 和 0.3。和上面的结果相比，我们发现虽然 严格意义上它们并不一致，但误差非常小。实际上，误差小到基本上可以认

为它们是相等的。

现在，我们用上面的数值微分的值作为斜率，画一条直线。结果如图4-7 所示，可以确认这些直线确实对应函数的切线（源代码在ch04/gradient\_1d . py 中）。

|  |  |  |  |
| --- | --- | --- | --- |
| f ( x ) |  | f ( x ) |  |

图 **4-7 x = 5** 、**x = 10** 处的切线：直线的斜率使用数值微分的值

**4.3.3** 偏导数

接下来，我们看一下式(4.6) 表示的函数。虽然它只是一个计算参数的 平方和的简单函数，但是请注意和上例不同的是，这里有两个变量。

（4.6）

这个式子可以用Python 来实现，如下所示。

def function\_2(x):

4.3 数值微分 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **99**

return x[0]\*\*2 + x[1]\*\*2

# 或者 return np.sum(x\*\*2)

这里，我们假定向参数输入了一个NumPy 数组。函数的内部实现比较 简单，先计算NumPy 数组中各个元素的平方，再求它们的和（np.sum(x\*\*2) 也可以实现同样的处理）。我们来画一下这个函数的图像。结果如图 4-8 所示，

是一个三维图像。

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| f(x) | 18    14  12    8  6  4  2  0  3  2  1  x1 |  | 2  - 3 | -3 | -2 | -1 | 0  x0 | 1 | 2 | 3 |

图 **4-8** f(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAGCAYAAAD+Bd/7AAAAhElEQVQImS3OsQpBUQAA0OMVUTLZ762b1cRgUnwFf2HxG0aZ5ReUzWC2GV/eTVImZTVY3nbG04AUYgdztHGs/SxzdS1SiF1s8MEYGU0cU4iDAn1sy1xd0MINFxzwKPDCLIXYwhTnMldv7NAuMMEKIwxxTyEmrPFr1MklejhhUX/2Za6+f8MXIx8FzTITAAAAAElFTkSuQmCC)0 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAICAYAAADN5B7xAAAArElEQVQYlY3PMUoDQQCF4c+xVbHQFGlmYOxyA0uthZDSKo1niCSdzZLWxoskhZUQiGBrkSaszB4gd7DZYiEu+HcP3v/gneghxzTELQ74xh22oac8whw7vGCFC2z+FDDAom7KDpdYY4/XkGMatotdfjDOMV1jhI+6KRt8BbzhM8d03hGe8IDHNpcc0z0mAc94x2lHqLBFaY9PcVU3ZSbHdJZjqnq+HBFwg+V/hV8WnSM7QzXqzwAAAABJRU5ErkJggg==)1) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAGCAYAAAAPDoR2AAAAeElEQVQImQXBIRIBUQAA0LersUEQmf/Hz1skxYxRNWfRHUAVJJdghgMYRTQj2fG3Kg6geK+AFOIUY1wxwBDHTgpxjQoZN3yxxKjEq2nzAT/0sMMd5xJFCrHGHM+mzR9socQeCSu8U4hdbFAVKcQJFjhhhj4uTZsff5+GHB7cWZvUAAAAAElFTkSuQmCC)02 十21 的图像

现在我们来求式（4.6）的导数。这里需要注意的是，式（4.6）有两个变量， 所以有必要区分对哪个变量求导数，即对 x0 和 x1 两个变量中的哪一个求导数。 另外，我们把这里讨论的有多个变量的函数的导数称为偏导数。用数学式表 示的话，可以写成 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAASCAYAAAC9+TVUAAAB0UlEQVQ4jZ3TQajOWRgG8N/97uXiSqQs3DinDjM0yMriLijNVkkmizEWVrO1s7GazRQ1s7WaorujCN2FpUKRjGTDMedIw3RdMUhdM1g4X339zejj2Z33fd7nfd5z3jOigxTiNqzCJC7mWu538nvwFX7LtfwFvQ6hhwO5lvO5luM4kkIcH8iPYx8u4VU/PjYokmt5m0I8nULchadYhNX4I4W4EgexFPO5lpf9uq6TQ1iSazmHx/gWc63BHGZxItdybbCuNyCwAt/nWi600ChO5Vr+HuBvxu86GHTyut81hTiGQ/ipw1+Hu12Rkc44W7C1HS+0EQbzZ3Ituz8p8n9IIR7GMzzJtZwapua/RMZTiOmLiofFSOs0gV14gU34JdcyP6xI/3V24M/2vCdx7HOc9Df2FnamEJf5cIEbm8N12IB5LMRcruXKR07akv2K6VzLeUwht/w3LXYE1/F1E1+TQpzqX3YPP2Im1/JvK1yLo5BrOZtCXI8buZbHmG6cH3Itl7E3hTg6httIrcN2PMy15BTiJPbjJe6kEDdgeQrxASaa2D/Y2Guf7WYKcS/e5Fp+boRHbYQZ3MPiXMtVPMe7xlmA2aE2tosU4nc+/PK1uZbp91/UpJaAoR/BAAAAAElFTkSuQmCC) 、![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAASCAYAAABSO15qAAABu0lEQVQ4jY3TO2hUQRTG8d9uYimua8QkCPfKIKggYmNARAsJIprGB/baWdjY2AoWFoLYBSIWgiDpVNRCRGIpSgpFTTEyg4ixyQN8gI9okXvxslrsqYbzffM/Z2bOtPREKMrDaCNgKub0raG1cAbDMadLKmNz804UMaf7uIFrPfy9WI/ndaLdY3iD+VCUE9iMXQ34NpzGcOX7L+A6XsSc7mEHWrUQc3pbLa/EnPI/gOrsn2NO76tUF1d7CmyKOX1sJpodLOBrBduAfbjdKDCAXz1AA/VicXnpQ7fTGex2OruxFZdjTiu13u10tmN0cXnpcRPQ0keEoryFZ7gTc0pNbbAfAM5hMOb0qU9//9GCUJTB6pv/xGjMabJfQP0KxzATc7qLpVCUJ/oF1HfwFAdDUX5BBxurzsasTuQC1mG2OUTQDkW5B8djTtPVHziCd6EoC3zHHE5hESMVeCgU5YH6CBcxVQltrGA65pRjTrMYw6OY04y/n2ikgmrjFdZWwllMxpx+hKKcCEU5jnG8DkV5CEMQc3qJ3zXgAraEojyJBzGnhxXsCdbgPErMxZzmey+xr0nsjVCU+3EUN/8A9ESPUFzjk1oAAAAASUVORK5CYII=) 。

怎么求偏导数呢？我们先试着解一下下面两个关于偏导数的问题。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)
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问题**1**：求 x0 = 3, x1 = 4 时，关于 x0 的偏导数 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAASCAYAAAC9+TVUAAAB0ElEQVQ4jZ3TPajPURzH8de9eUy6ugY36p7DIQ8lFKVkoAzqZpDYmQwmg5GyGRjIYFAMDAYGpAySPCwWCdG595yNkqdwk+sy/H///O/fQ3++0+l8zvf9fTjfb58uSyFuxgACLuZa3nTpuxFxMtcyDv1dDwaxPddyFWdwvEsfwhY8xtf2/RRIE/VWCnEEq7A4hTizASzEfszGaK5l4reQFOJRfGwymYvFuZYvjfwSEziPF51+/R2AZVifa7nfoZ3tyHISK/Aw1/KtEzKt4/wZbxvgTOzFAVNtINfyvutOX1c5WzCEGbica/nQoc3CuVzLnr9C/mQpxGNafXiea7ndi8/vIAMpxKX/5dyr9TWRBrEV41iOE7mW771C2l+8A89yLddwFwf/JZP2F9/BxhTicANe3WS4CkvxTmv4xnItT37JJIW4CEdwIddyHdswlkKcg2HcxGGMYmUDX5JC3JRCXNAu55DWtrZ7MB+nci2fci03sAE3cy1PcSWFOB07cy13sa9dznPMaiKM4F6u5XUKcQ3WIeFBCnEtJjFda7phMIU4rz/XcgoTKcRdeJVrOd08eIZXfu7Pt1zLI7zWmmhaCzne08R2Wwpxr9YED+VaLv0AiUSi7jeTQDwAAAAASUVORK5CYII=) 。

>>> **def function\_tmp1(x0):**

... **return x0\*x0 + 4.0\*\*2.0**

...

>>> **numerical\_diff(function\_tmp1, 3.0)**

6.00000000000378

问题**2**：求 x0 = 3, x1 = 4 时，关于 x1 的偏导数 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAATCAYAAACZZ43PAAABsElEQVQ4jZ3UO2tVURAF4O/GoKjxAT5CQnBv3I1iCh+FjViIItpYpxFECYIgCCIErGzUHyCCpYWdCoFYKQHBQi2sxCLusHcaX9iIKIJyLe4x3FyvEl3NYWbNWbPmMHNaepBCjNiFdq7lQR8+IWA219Ie6CGHcCrXMoO5FOLFHn41pnAAa2GJAL7hTgpxD97gaApxsIvfh/lcy5Vcy+d+AgdxAu9wDAntpvsYzmIohTjeO5oU4qYU4uMUYquJd6YQ7/bU3EwhbuvOdTsYwVyupd3EZ3C5p89YrmWhO9E930sspBAnsB4zuZZXXd1baPU6/y3RD43oAnbnWm78aYS/4S1GcWuZ9cvH4ggpxONN/CXXMrtcgYHm5Ul8aDZwNIV4+J8cpBDX6ez/BhRcyrWcTiGuxHa8bp7zuZbvSxw0q3odH/EQ5/G1yU80dY+wA4u30YgbxAW8yLXMNQTcxgrcwxie51qmMd3U7Mc5nBzAsM4SSSEOY02u5Rk2Yi8O4UkKcag5MrmWp/j0y8FVTKYQR7BF52BgFcbxHltxJNdyv+9H/Fc0P51rmPpfgc067n/8BNp4euvSWXIMAAAAAElFTkSuQmCC) 。

>>> **def function\_tmp2(x1):**

... **return 3.0\*\*2.0 + x1\*x1**

...

>>> **numerical\_diff(function\_tmp2, 4.0)**

7.999999999999119

在这些问题中，我们定义了一个只有一个变量的函数，并对这个函数进 行了求导。例如，问题 1 中，我们定义了一个固定 x1 = 4 的新函数，然后对 只有变量 x0 的函数应用了求数值微分的函数。从上面的计算结果可知，问题 1 的答案是 6.00000000000378，问题 2 的答案是 7.999999999999119，和解析

解的导数基本一致。

像这样，偏导数和单变量的导数一样，都是求某个地方的斜率。不过， 偏导数需要将多个变量中的某一个变量定为目标变量，并将其他变量固定为 某个值。在上例的代码中，为了将目标变量以外的变量固定到某些特定的值 上，我们定义了新函数。然后，对新定义的函数应用了之前的求数值微分的

函数，得到偏导数。

**4.4** 梯度

在刚才的例子中，我们按变量分别计算了 x0 和 x1 的偏导数。现在，我 们希望一起计算 x0 和 x1 的偏导数。比如，我们来考虑求 x0 = 3, x1 = 4 时(x0 , x1) 的偏导数 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADoAAAAVCAYAAAAXQf3LAAAEgklEQVRYhdWXb2iXVRTHP/v5M7VZTp1YjjynXcFelOWcmdBfoj+oxJIksxdNZEVEklQShBDSi8heFK3S3lRKCWmRmJoJ/VNKisKIMsW73duysLWSZmrNuV7c+9Sz357fn20o9H3zPM89554/zznnnnOhAEZ0QuHa/w1GtNqInpNeyxUwTAOazqpVZwY9wENGdHSyUJW8GNE8sMZ6t6LYbiOaA26Lgmqsd68X0KuBhcAp693G4VhqRBuBC4A6YJP17rcC+jygHnjVencsY/8k4H7r3WroH9FHgDfK6G8GOq1324DDRrSlgL4U6AT+rtijDBjRc4F7rHfvAq8Aawro5wF3Ah3A6SwZ1rtO4LgRnQvR0Si40Xr3RRkbNgI1RnQ+waGbU8pnAPOBccD2QXvX38jjwHojugCYDkxOzo74bCZk43eRtxhagUfhv4jeDnxYSrkRHQWsBfbGiDYD6XRqB0YCHwB/DcaxDF3LgSkxotVAA9Adyd3AWGAHcLiUHOvdSaDXiNYlji6mfBRWALutd13xexTwYop+Ajhmveu03mWmUyUwohcCi6x3W+LSn8Bb1rueaHwPIMCeMtFM8B6wKHF0uvWuvcyGXuCXaEw9UGW9+zpFnw58X5E3pXGKUBbJ4bcceLKAp85611GhvG+BmTkjen4UXg7PAlOM6B3AnGhAGjOBrypUXhTxEHnJiN5NKI9V1rsjCT06P5iMccAleUCBnyswoIdQo/1gRKsIKfwrA//8kGC925W1bkQfBw4Brw1C3BHgohwwmmG0A+tdH7AOeMF6N6xDqAKsBdqsd29XuiHaNyJPqL1cGf5ywvYNZ/8g9HQBXWUZB6IvT0i5caW4Yo8UoAbw1rtPhqAsaVFqvTtQhD6G0ItPEqae52NEhow4I3TngB+ASWX4W6x3W613G4AFRlSGqLcJ2BsdzsJCoCP2z93AY0PUk4YCB/LWuz4jetSIjrHenSjCvMmINhF6ZS+hlXgjei0wnjAsTAXet96Vqvc3gREl6LuAG43oROAPYBaAEVXgUuAnYDKhTjOzIgMXA/uT2twJXJ/FZUQXE/rsO8AeYAnQYUSvAdqAWmAuIbVr454rjOiVhbJiGvZkHVpGtAZ4DthsvdtOSOEfjehIoJEwCbUCB4GrU/tml3H0BmBHPn5sAB6IwgrxBHBZfM8Dn1vv9qcUNQDPJAOHEb2JMBoeMqL3We/WpXgnAnuLGPQwsDWZgIAJwFPxe3M8Jz623lnARnmzot3NJRy9HFiZA4iG1xrRsRmMbUA+NuqVwOqoZLkRnQrMtt61G9ElkedWwMZrVb+oWu+6Skw0/95EjOhVhFptN6L1RvRe4BZgnxGdFulY774EBlzREhjROfHnnE63lVXAgxn8SwlXosVAq/Xum7i+E5gBLIu3jI/ijHuUMNwDVDKLEo1+GTgVJ69q610yfBwm1OY2wmWh1npXLCuybH8aUhdvACO6DPg0nZqDRTyRrwN+J9xdKzVqKLoagBZgvfXuswLaXcDBGPXMzfPOlGFnC0Z0fJLeCf4BEDuy4L1FQd4AAAAASUVORK5CYII=)。另外，像 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADoAAAAVCAYAAAAXQf3LAAAEk0lEQVRYhdXXb8jeVRkH8I/PnuXMcrrRWk47Rw7kBMtavUgzKRNXs5CokKzQoCIqDaIEi/BFmkQFYX+l6B+T4SuhLS2NAoeVECn9W1rHncOaDrdZy+XW/tWLc267u7f7vp/nWQp9X933uf6d63ed6zrfwwhSiMtG1/7fcKwcZkYUrsXiZ21HzxzWpBBfN7xwwuBHCvFKbM21/GKcdQrxPJyB07Ex17JjRH4JzsaGXMsTC91lCvFkrMUh/CvXsnFEvhLr8Giu5UdjfHwat+ZaHqdXNIX4Qlw4JckZfCTX8kN8GzemEBcPyRfjfXgERxaaZMd1uD/X8gMs7x9wGNfjtzgwwcfXcNPgz+DofgzfmBQ513IEX00hvgXn4SSsghTiKXiPduxLruVvc81oDL6EV6YQ34RH8YaBIIX4apyPpbmWn07Y727sTCG+HGZ6pS7ItfxmUuQU4tU4tx+jA7gYg4Se0hL/MbYtLLen46zAF3BP9/dB7B5SeRh78OAc3G3UCmAGF2rHYFLwpbgm17K+Lz2JewaVy7Ucwovx81zL3jnmNA434/u5ln39FB3G94bkp2FLrmXXHHzdj0toia7B76YYHMQuSCGegI/jhhGdl+CPcwg+DYfxeI/1Wvwq17JzSP5STDx9A/QP9fcU4ooZnIM6xeApbfhchffi87mWrSNqi3pljxefwOtTiG/HqbmWz43IX4Ffz8NfwepZRK3hJyLXshmbR9dTiB/FX3DHPIJPirNHm5ijcV6k9euSXMt8Et2OOIMlJo/pafgutudavnMcPqYi1/IY7sJn52l6AEtmtZ6YmaI8aQN78MuF2s8z1kLiLMLhWW3ILB2n1YnA5diPhC/3Jp83UoirNfb1zzHyC7AMZ+JnuZb/xXBbit0zeEjr03FYh7/mWjZp99JNE3Sn4W6NPR2Ffp9fkWvZlGv5Oq5PIZ50HLEGOAsPzWKLVqlxuBdvTCFepg2tV/WNrdIm4GNYgW25lmnX1Lkahz0KuZYjKcS7O/N6EidiJbamENdq7bULy8fx2zE4A3+ewU800nAUUojPxa24o3Pctf7DfC7qVf6Kdq9d3G2WpxBf06fkKFZqJ+hYsT6FfZ15PaJd9DtTiOu0GXARTsH5KcTZbrOqf/BjopP/7bmWgzOd3f+js59RfEjrlf39/wp8EXItG1KIEQ/kWrbnWm7pOu/PtdyHqzq5GMbJx6Ka/f14+RB3fR7W51r25lru7ANvNTbnWm7ItRxKIb4A79AIzzhchvUw2xe+hXc5+v7ahlP7Zl6G/bmW3/dqXYF9eDCFeKbWCw/j+d32oEZG/jBwlmt5YMyG9uKJ/mFOxDU680ohfga3aNU8lEJ8Z65lQ65lZwpxC54zIdFLNYLTrpVcy504u79Cnkau5Xbs6Czl9FzLJ7toF/6E+7ADIddyr0buB1iske+pyLUcwLV4N96G6wbvSI2IrNFo55uxaS4+U4hvxW2d1f3Xw3s5PpBruXkujiYEuBoZq3Mt3zweX1PiLMOV2j152zDJTyGehg/nWm4cZxxTiOc8U5t7tpBCvDSFuGh47d+rProvxDkbBQAAAABJRU5ErkJggg==)这样的由全部变量的偏导数汇总 而成的向量称为梯度（gradient）。梯度可以像下面这样来实现。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfYAAAACCAYAAACqn/4HAAAASklEQVRIie3KsQmAMBRAwSc4g2CVQCaxdwKHtk4j6ARCqpSO4K9SvatvKikf/Duv564l5RXYAl+SJI3XZ2APxBeowBL8kiRpvPYB8m8KISJD1hUAAAAASUVORK5CYII=)

4.4 梯度 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **101**

def numerical\_gradient(f, x):

h = 1e-4 # 0.0001

grad = np.zeros\_like(x) # 生成和x 形状相同的数组

for idx in range(x.size):

tmp\_val = x[idx]

# f(x+h) 的计算

x[idx] = tmp\_val + h

fxh1 = f(x)

# f(x-h) 的计算

x[idx] = tmp\_val - h

fxh2 = f(x)

grad[idx] = (fxh1 - fxh2) / (2\*h)

x[idx] = tmp\_val # 还原值

return grad

函数numerical\_gradient(f, x) 的实现看上去有些复杂，但它执行的处 理和求单变量的数值微分基本没有区别。需要补充说明一下的是，np.zeros\_

like(x) 会生成一个形状和 x 相同、所有元素都为 0 的数组。

函数numerical\_gradient(f, x) 中，参数f 为函数，x 为NumPy 数组，该 函数对NumPy 数组 x 的各个元素求数值微分。现在，我们用这个函数实际 计算一下梯度。这里我们求点(3, 4) 、(0, 2) 、(3, 0) 处的梯度。

>>> **numerical\_gradient(function\_2, np.array([3.0, 4.0]))**

array([ 6 . , 8.])①

>>> **numerical\_gradient(function\_2, np.array([0.0, 2.0]))**

array([ 0 . , 4.])

>>> **numerical\_gradient(function\_2, np.array([3.0, 0.0]))**

array([ 6 . , 0.])

像这样，我们可以计算(x0 , x1) 在各点处的梯度。上例中，点(3, 4) 处的 梯度是 (6, 8)、点 (0, 2) 处的梯度是 (0, 4)、点 (3, 0) 处的梯度是 (6, 0)。这个 梯度意味着什么呢？为了更好地理解，我们把 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHcAAAAQCAYAAAAsyOBoAAAFfElEQVRYhe2YfWjWVRTHP5tbSrK5cukms3v1mm8jNacuYqGiqRQWWpRQUeYfJhYVBAUSWWCYfyW9UJT+YVYgYaXO0hbpmlPDN6I0i0v3KEtNbeZ0aZuuP+593G8/n+2Z7nk0sC+M3d+55+2ee+855z7wPzIGo3TW1bR5xY1fCzBKFwLTgHPh/0tW3IErYHcmkANUAF9nX6KwzoRTmcRV8nkG0GLFfQKsBp7PtEGj9A3Ao1bcKuA5YGlOEqYhwCQg14pbGqFPBHoCLtOOphkjjNIFVtyeK2hzGdASxmVAxm1bcfVG6QfCZynw80VMRulqo3S5UXp1hJZvlF6SKceM0kVG6YIM6l9plO6eKf0d2J1qlJ7fSd7+RumeabBZbJReYpTulR2byAP6WnHbrbiZkalngE+7argD3AEMz6D+lcDsDOq/CEbpaUCDFfe2UfruTohMAW7uok0DTAZeACpyIhPD8MX/pFH6PqDSimsO0xOARUkUlQGbgT7AAGCDFXe2Kw6mcP5GYCKwH/gLGAPUWHFHU4huAr4A3k2zP8OAW4Eq/PqLga+AccCrgScLSFvWCxdwMiBAHf5ibMfH402gEHga2B2tuQJcB2wEahMbG1JFoxV3PmJgMDAE+CwofhGYDhQAK0IKLAUOWHHH0riomfh6tg74HN8ZLgCeDTzXA92tuPqorBV3xiid247eMmBWCvOLrbjjMbkR+EO9FtgFPIHPDllW3Fr8BqcVIa4PA+8DHwPbgMPAa1bc40CbDHFhc624RqP0QGBN7CYUAY0xO0VW3FqjdA+gtxW30Si9BzgWHFgIvAXMMkpvseJ2x5zsC4yNkMqA+nAzE6ix4k5EvkuBFVZci1G6Pz6ojUBT0DkBeAxYgz90cbQYpfOtuJNRohW3E9iZhD8VellxVUbpPkCzFbfVKD3fijsc/CkI69pnxf0eFzZKlwCjIqQRQG7IiAl8a8WdjnwPBz6y4s4ZpYvwWeIAPhYJvXlAvhVXF++WRxLSSQQtxN7DVlx1GI4BagLtj6B8CrDfiqszSq8CXgHmxXQ2Aw2R77/xG9UQ44na3BZxvlsiiJH5TUbpkXFfYzifjGiU7taBDFbcuSS078KwHF+aiGxsIb5PWQQ8aZSusuJ+jKloou16zwCnY7Q2dhOXJGShEituX2wdFcBD+O58WbTmZuObqbqYEweBHjEltwcFdwFbAm0q8A0wGtgbWE/hT28bhBS3OaKvN3DYiquN80Z4hgL1+GBuD7TB+Pfkr+3JRdCCD15cbxnwYEeCRunXrbg/Y7QKYCttY3CPFVeJf+d+H8pBJTCX2FvXijsCHInoGwTsiG9YzOZA/KHQwA+BVgwUW3G7rLiawJMLkbQMDAV+iSu04pqM0nlG6W6RE7wcmIOvOaeM0qPw7+Jmo3Qjrbcni4tT+uViMfABIZWF1FxhxS1PJWiUzgdOW3Et8bnLScvhpq/A35I8IM8oXQ4kmslS4LcwbsQ3XenAy8CX+K76n7Cx91px7yVjjj6FbgOqkzEFheWR70n4OjMPX+POWnHrwtx6YFAY3wJUXs4qkuAR4CQ+1S0A+nVmYwPG47vltCAc8vFAkxU3G6gFjltxVYGlgdbYZtM21XYFc4FDwBvAU8CA9jYWIMcoPQO4E596F7bD9w4+qLUAVtyhYAQrbn+U0Yr7yShdapSeDpTgG6tUqKb11CeFFXeK1sN3wX4CIU12B0qM0qOtuF2R6Umk+SdAK+4gvmSRpJ6uw3fLG4Fh+AuQCpXAiY4YrLgztJazo+GvXWSFt9pEwFpxG9pjNEqPBW6y4tZ3wtH/DIzSc4CtVtzelMzptXs/vkkqBD6MPiUzaHMcvsnNAnZcqnC/TDiVSYS6dE3iX7tsDCQ1GmWUAAAAAElFTkSuQmCC) 的梯度 画在图上。不过，这里我们画的是元素值为负梯度 ② 的向量（源代码在ch04/ gradient\_2d.py 中）。

① 实际上，虽然求到的值是[6.0000000000037801, 7.9999999999991189]，但实际输出的是[6 . , 8.]。 这是因为在输出NumPy 数组时，数值会被改成“易读”的形式。

② 后面我们将会看到，负梯度方向是梯度法中变量的更新方向。——译者注

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)
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如图 4-9 所示，f( 0+ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAf0lEQVQImU3MIQ+BUQCF4ce3W0UT77U7TWFkm2JmfoE/KKqyqJhiZt/mUxRBkgXX5m1n5z2nBTmmCnME7LDAo/JljQM62OCMTZVjCrjUze2JLva4YuyfHNM2xzT65ZBjamNQbic4FnEVsMQM/VL0ckxTbFvFGuKOV1mf6ub2/gCLghtvrFU31QAAAABJRU5ErkJggg==)1) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAHCAYAAADEUlfTAAAAjUlEQVQImTXMsWlCQQAA0PfzlUAK+ViIVnfhNBPY2Nu6gq04ibiIvaUjiCSlhXBw12QDS9EmeQO8BlKIAyzxi4IFftoU4jvWOGCHEe7YvuELh1zLAxOccMSm8SeF2OKGaa7lCb0U4hQPjHHNtTxTiCN8tsOu2+O/nwy77oxVruXYpBD7mOMbH5jlWi7wApq3I4R6D+pWAAAAAElFTkSuQmCC)02 ＋![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAHCAYAAAA1WQxeAAAAkElEQVQImU3KIW8CQQAF4Y8LTSrwVLGbrAZ3FhIICQZd3z9Wjz6LbJraCqo22U2oaZMaZA1mxY1782aikULcY4YBB/zlWt66dj7j0toBnzilEB+6Jq+5lm/M8ZFrqVjlWv6NSSG+phB3Y9elEB9TiOu2t3hv8RGm2OAlhfiELyxSiD3OMGn1Ej/4RY9LruUGd22fJYyjjd6oAAAAAElFTkSuQmCC)21 的梯度呈现为有向向量（箭头）。观 察图 4-9，我们发现梯度指向函数 f(x0 ,x1) 的“最低处”（最小值），就像指南针 一样，所有的箭头都指向同一点。其次，我们发现离“最低处”越远，箭头越大。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 2 . 0  1 . 5  0 . 5  0 . 5  1 . 5  2  02 . 0 1 . 5 1 . 0 0 . 5 0 . 0 05 1 . 0 1 . 5 2 . 0   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  | |  |  |  | A |  |  |  |  | |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  | |

图 **4-9** f(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAGCAYAAAD+Bd/7AAAAg0lEQVQImQXBsQpBUQAA0OOxYWPUvXVLVqsFn6D8gsVk8BfKH5jkPwxvMikZqFf3zXYmck4DUogdTPBFiRkeVZ1zkULsY483Vrihh0sKsV1ggF1V5xJNXHDFEZ8CT0xTiA1Mca7qfMcBzQJLbDBHH88U4ghb/Fo4oYshxljghXVV5+8fjbQjlaxc05MAAAAASUVORK5CYII=)0 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAICAYAAADN5B7xAAAArUlEQVQYlY3PoUsDcQDF8c+OgzXBgUUmvx/8VlYGlmFbWTYb/B8sWoZra/4TxoUZ/A8uDRZWNR3cgaCgVTAYLBcO5GBfeO093ns9HaQQhzhHjQ9MUfQ6zBe4wiM2eMUOs7yj4BR3+MUxnvCD9yyFeNbUt3nBHBMMUJR1tcY+xzOOMGoF7vGF70ZvKcRLTDLcNBvb3OITW1xjgX5ZVyspxJMU4rLjyz8yjPFwaOAPgyAiWc4ntZMAAAAASUVORK5CYII=)1 ) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAGCAYAAAD+Bd/7AAAAj0lEQVQImS3OoWpCUQCA4c8rY6IGMQ0M5+Cx2m122fNoFPYIe4OxJxC2bHJpGEwaDpwDZuNgjIHl/vUvX0dbCnGBJ+wxQy/Xcui2c4sGfXziivV4NLo1KcRHnHIt7/hBD6/4xrHJtfziIYU4wRJfuZY/bPDfpBAHeMMUK1xSiEO8YNhpDSvM8YHn1r3LtZzvTFwkSKtbnhcAAAAASUVORK5CYII=)02 + ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAGCAYAAAD+Bd/7AAAAh0lEQVQImTXMMQ7BAABA0UcHYpCmNoM26gQGi8ENXMEpbAarxQUcwOYCBouwYTU0aR2hBh0t7V//z2+pSeNkihGuGGKQFfklqOUaESqcUWIVhWGnXQ8+WZEf8EUfe7xwa4JfGidjLPDMirzEBlUTHDHBEu80TrrYIgogCsM7ZtihhzlOWZE//hdYIQYhJXwdAAAAAElFTkSuQmCC)21 的梯度

虽然图 4-9 中的梯度指向了最低处，但并非任何时候都这样。实际上， 梯度会指向各点处的函数值降低的方向。更严格地讲， 梯度指示的方向 是各点处的函数值减小最多的方向 ①。这是一个非常重要的性质，请一定

牢记！

**4.4.1** 梯度法

机器学习的主要任务是在学习时寻找最优参数。同样地，神经网络也必

须在学习时找到最优参数（权重和偏置）。这里所说的最优参数是指损失函数

① 高等数学告诉我们，方向导数= cos(θ) × 梯度(θ是方向导数的方向与梯度方向的夹角）。因此，所 有的下降方向中，梯度方向下降最多。 ——译者注
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取最小值时的参数。但是，一般而言，损失函数很复杂，参数空间庞大，我 们不知道它在何处能取得最小值。而通过巧妙地使用梯度来寻找函数最小值 （或者尽可能小的值）的方法就是梯度法。

这里需要注意的是，梯度表示的是各点处的函数值减小最多的方向。因此， 无法保证梯度所指的方向就是函数的最小值或者真正应该前进的方向。实际

上，在复杂的函数中，梯度指示的方向基本上都不是函数值最小处。

函数的极小值、最小值以及被称为鞍点（saddle point）的地方， 梯度为 0。极小值是局部最小值，也就是限定在某个范围内的最 小值。鞍点是从某个方向上看是极大值，从另一个方向上看则是 极小值的点。虽然梯度法是要寻找梯度为 0 的地方，但是那个地 方不一定就是最小值（也有可能是极小值或者鞍点）。此外， 当函 数很复杂且呈扁平状时，学习可能会进入一个（几乎）平坦的地区， 陷入被称为“学习高原”的无法前进的停滞期。

虽然梯度的方向并不一定指向最小值，但沿着它的方向能够最大限度地 减小函数的值。因此，在寻找函数的最小值（或者尽可能小的值）的位置的

任务中，要以梯度的信息为线索，决定前进的方向。

此时梯度法就派上用场了。在梯度法中，函数的取值从当前位置沿着梯 度方向前进一定距离，然后在新的地方重新求梯度，再沿着新梯度方向前进， 如此反复，不断地沿梯度方向前进。像这样，通过不断地沿梯度方向前进， 逐渐减小函数值的过程就是梯度法（gradient method）。梯度法是解决机器 学习中最优化问题的常用方法，特别是在神经网络的学习中经常被使用。

根据目的是寻找最小值还是最大值，梯度法的叫法有所不同。严格地讲， 寻找最小值的梯度法称为梯度下降法（gradient descent method）， 寻找最大值的梯度法称为梯度上升法（gradient ascent method）。但 是通过反转损失函数的符号，求最小值的问题和求最大值的问题会 变成相同的问题， 因此“下降”还是“上升”的差异本质上并不重要。 一般来说，神经网络（深度学习）中，梯度法主要是指梯度下降法。
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现在，我们尝试用数学式来表示梯度法，如式（4.7）所示。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABYAAAAPCAYAAADgbT9oAAABaUlEQVQ4jc3TP2tVQRCG8d+93IsiUZtoGsmurIWiEAs7hTT2WkhIIzaaytbewsLCQgT9CGphwEYlaGEqsdNScMkupPAPKQxYiEFsjnC8nkMiWDjlzDvPvjPMDvRECvEMZrAHr3It7zs0I5zDZq7lebs27IHOYybXsowHuJlCnO2QXscW7qcQx9uCcQIDyLVs4SGudOgW8AJHci3f24VRFzXXcjeFeDSFeB7v8KN57NdEYxxsjI2xOcn4w3EKcZRCvI3juZbH2IdFbLRkh7CEdZzF3m3BuIFvzX7lWl7jNF62JlrDZ6zkWh7lWr5MQn5bRQpxiMs41cpNYReeTfTOYbnDWKfjaezOtZRW7iru5Fo2JrQn8WZH4FzLJ6ymEA83bueQcKuta+53OtfyoQ/cdRUXcSGF+BXDXEvXmR3D2z4oza3uNFKIAZfwEeu5lid92r4P0hf7MYsDePqXvf95DFKIS7j2j7n3fgItJmXoomKHRAAAAABJRU5ErkJggg==)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAALCAYAAAB/Ca1DAAABdklEQVQokaXRP4jPcRzH8cfv7ieXOgODMvh89MENugwGBm4hSmEQJcuV4QwWE2VhuVJmZTHd4gwkwy1MsqEYyPXp9/kM3HRJ+qX8uSyfn76D5Xgvn3r/eb7er/enp0UK8RQ2Ygy7MZ9rWbPOGGuwwziaa3mQa7mPZVxZL+wPEJ+w2Mk/x4V/AfbbW3EwhbgdvzDAVkghbsYx/MALzKDkWl7+dcMU4gSe4G2uZREPcQMfUojjOI9HOIBr+IxbI0AKcV8K8UgKsT+yfB2DXMsbaB/Rx1Nsw+Ncy0/swFKu5RlONNgsJvEa8yPLp3G5oziBKVzMtax03OzHXBP93nJnci0n21wvhTjVxwZ87AzOYSHXspJCTNiCVQxzLcMU4ibM5FqWsLMz9w17++0usynE2zjeBG62pnPNxSoGKcRpHMLdVh92gOP40mvrBkwj51redZqkEPegYA27ci3vO7U7uJpr+ZpCvIdLPf8RKcRJnG2bLudaXv0GDTR5coeQNoIAAAAASUVORK5CYII=)

= ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAKCAYAAACJxx+AAAAAu0lEQVQYlV3OIUtDYRjF8d+9m0kMThCx3CsXZAxWBMFPYLLMTzCDLg/W/RJ+gEWLUQyL60aLvPC+YVgU08rCWLnCi087/M85zylk11T1OYboYBFS/C0zOMRFSPEFr5g3VX1UZgUjHEBIcY1n3Bf/XhxigE9cYdzJ4Ax9LHGJG2yLFk7RDylOssAKj91Wz3CdwT3s461sqvoYPXxkc+4wDymuuvjGe2v6aar6tG17gL8NZ7jFF07wFFLcwA7FYSyozEwOcQAAAABJRU5ErkJggg==)f

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAALCAYAAACd1bY6AAABUElEQVQokZ3QLYsVQBTG8d91L4igzSKic/YOBqOuQZOoUTYYTL6B0SIGkcWwXjCLX0C/gNgMmkSLGNyggrAyMMNiWLyg+ILFYHAWLpcbXE85zHngP3+egT45xRJGWMDX0upT/zM5xSinWJl6j3OKs9vl7Oh7P35N3R/ixnZhgymbjCOYoOFFafVgz47iMz7hBN6VVr/NNcspxjiDx3iPFWz27DJ+4BbG2I1H05CcYi8Mc4orOFZaXe3ZJKfYh+c5xYFusZ5TLPSP3uBmhxzCSZzChSGu4t6M8QirpdUNbPTbEu6UVie9CqXVjznFT5yGIRbxYUp5GW9Lq2s5xU7s6nXsKa1u5hQDHC+tvprtbIgHvfj1nGIRy7je89v43svfMryIJ7OgLdhdnMspLnWDa6XV3z2/3/tYw+uc4jyelVa/zIMN5h3/dXKK8Levw3j5BwuOYeu/+QazAAAAAElFTkSuQmCC)

（4.7）

式（4.7）的 η表示更新量，在神经网络的学习中，称为学习率（learning rate）。学习率决定在一次学习中，应该学习多少，以及在多大程度上更新参数。

式（4.7）是表示更新一次的式子，这个步骤会反复执行。也就是说，每 一步都按式（4.7）更新变量的值，通过反复执行此步骤，逐渐减小函数值。 虽然这里只展示了有两个变量时的更新过程，但是即便增加变量的数量，也

可以通过类似的式子（各个变量的偏导数）进行更新。

学习率需要事先确定为某个值， 比如 0.01 或 0.001 。一般而言，这个值 过大或过小，都无法抵达一个“好的位置”。在神经网络的学习中，一般会

一边改变学习率的值， 一边确认学习是否正确进行了。

下面，我们用Python 来实现梯度下降法。如下所示，这个实现很简单。

def gradient\_descent(f, init\_x, lr=0.01, step\_num=100):

x = init\_x

for i in range(step\_num):

grad = numerical\_gradient(f, x)

x -= lr \* grad

return x

参数f 是要进行最优化的函数，init\_x 是初始值，lr 是学习率learning rate ，step\_num 是梯度法的重复次数。numerical\_gradient(f,x) 会求函数的 梯度，用该梯度乘以学习率得到的值进行更新操作， 由step\_num 指定重复的

次数。

使用这个函数可以求函数的极小值，顺利的话，还可以求函数的最小值。

下面，我们就来尝试解决下面这个问题。
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问题：请用梯度法求 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHcAAAAQCAYAAAAsyOBoAAAFcklEQVRYhe2Zf6zOVRzHX9wnmUQqo5Rz5iThXrmIZqzyczUaokW1yqSWf1JLP2b5Q7+m2tRfrbZWNi2JcdGIrt+3ulhF+jE+7RyE0SXKJfdy++OcL19fz+O5dp/nubN6b8/2PZ9zPj/Oj8+Pcx74H3mDUfqyRtCZir6bFFr5fwFG6Y7AAOAUMAKYJs7uy7POImAccBIYBixoepECbsqHYfmCUbqJUbpTI6h+ADgizs4DyoEnCqBTAcPF2YXAs8Ds8zbXKN3HKD3FKD0lQR8DtCuAkTmDOFsH9DFK31JgvbPE2WWh2RfYUgCdvwETQ7MfsCWd574PfAfcGhGM0u2BHuLsxnwYZpTWRukr8iEbmA/MCGGroDBKjwM2iLNL6jG2s1G6WUP0ibN1IboOAiafs7lGaQX8I85WiLOTY10vAXMaojgLhgA35ENw8N4yfD4qGIzSY4EdwDyj9Ih6sIwCrmqgzh5AKfAyMDwV6+gFjAZOGKXvE2cXxPhKgtvHBZUA3YCvgE74kL1CnD3ZEAOzGN8B6A9sA04D3YG14uyhLKyrgPeAT3NsTy+gM7AcKMZvznJgKD7vRQXr9BzqbAvcAewE/sRv5tdADfAW0CroLk/F+H4CxgKLgJUxYR2APQkFpUBrYDGwFXgQmISvDr8wSrcMk90hzlblaFLtgDvF2blG6XLgA/zCFgMzw5g2wClx9micV5w9aJS+OoPcgcC9F1BdB8wQZ48n+PrjD9gqoBIYA7wOHBJnl+M3OacwSrcGRoqzHxqllwELgRb4avwZfJV8Bmc2V5w9YZTuAixOLM71wF8JPS3E2TVG6euA4+LsJqP0RHG2KiziVGA28JhReok4+2vCSAX0jpFKgeZG6e4x2gpx9licDfgkfHfCH6wUcDzIHAo8CbwDrEuzNq3S0BBn1wPr0/VlQVNxtsIo3Q3YJ85uN0qPjg5zVKcA29Jdg4zSnYGSGKkYuMcoHV/7pYlI2IWz6VEBS4BqvNdGctsCReLs/rjnRgq2pptIvBErrPoBawMt8tBRQGXY6KXAo8CLCXnVQHzCR4CDCVpNnEGcrQjG3wj8Ls5WJ/pXBi/MdHc/nY4YCq0LFjJJrw20DeHzvDUwSmtgAjALeM4o/Zk4KwkRf3PufI8CB4DDoV0H1CZ0Vgb5rYHT4uyBxFzuAh7BR99F8Zx7JVCbZiJC4tQbpQcDa/C5ZV2gjQxVYU+8V0UT6JmQhzh7EL+ZkbzuwPdJD0/o7A3YoHNjoN0G7BZn92fiiyEZfSL0A+6+AF+dUfo1cfZEwp5h4uyXwZ6PAi1ag/HAGnG2NqSQ8cArcf7gzfti8gYAm5MbltBZAvwB3A58G2hdgRpxdqc4u9oofWa9457bE/ghKVCcPRS8JVKQwl+XHgYuB9oEj4lC6DHOenrTGL2hmAW8iQ/JzcOkjDi7KRtjSAO70/WFiFBxMYaE3P6uUXoiPiJcY5QeAkTRqxuwInxXh3YuMBN/kIqBonDt6SvOfpxucDzcluK9MR3WRw8B4mwtMBD/AjMJWA3sEmfLw9hlQPSSdXNo5wKj8cXKdOANfF6pb/U7GPg8R3Ygzh7GFy9V4uxD+FT2c5Q68CE2ulcXhXYuMAHYD7wKvAC0zLSxACmj9OP4O6YGnsow7m1gGvA8gDi7F9gbvs8JpeLsBqN0x3C3a08IWVlQhs+7GRGKvMqk/ghG6UH4KNHVKF0lzv4Y6Cn8A8zT9bCj3hBnd8W+tye6y/DFzya815bVQ+Rcznp+Jp3VwDeheSD8MqJJiNF9gF9iRcJ5CDmhWcxDLwkYpacC88XZPVkH51bv/fjD1jK8MRdC5wD8y2INsPlimS+pt+Xwx8G1jW1HY+FfxLUd1tGWNNIAAAAASUVORK5CYII=) 的最小值。

>>> **def function\_2(x):**

... **return x[0]\*\*2 + x[1]\*\*2**

...

>>> **init\_x = np.array([-3.0, 4.0])**

>>> **gradient\_descent(function\_2, init\_x=init\_x, lr=0.1, step\_num=100)** array([ -6.11110793e-10, 8.14814391e-10])

这里， 设初始值为(-3.0, 4.0)，开始使用梯度法寻找最小值。最终的结 果是(-6.1e-10, 8.1e-10)，非常接近(0，0)。实际上，真的最小值就是(0，0)， 所以说通过梯度法我们基本得到了正确结果。如果用图来表示梯度法的更新 过程，则如图 4-10 所示。可以发现，原点处是最低的地方，函数的取值一 点点在向其靠近。这个图的源代码在ch04/gradient\_method.py 中（但ch04/

gradient\_method.py 不显示表示等高线的虚线）。

|  |  |
| --- | --- |
| |  | | --- | |  | |

图 **4-10**
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1 第 4 章 神经网络的学习

前面说过，学习率过大或者过小都无法得到好的结果。我们来做个实验

验证一下。

# 学习率过大的例子： lr=10.0

>>> **init\_x = np.array([-3.0, 4.0])**

>>> **gradient\_descent(function\_2, init\_x=init\_x, lr=10.0, step\_num=100)** array([ -2.58983747e+13, -1.29524862e+12])

# 学习率过小的例子： lr=1e-10

>>> **init\_x = np.array([-3.0, 4.0])**

>>> **gradient\_descent(function\_2, init\_x=init\_x, lr=1e-10, step\_num=100)** array([-2.99999994, 3.99999992])

实验结果表明，学习率过大的话，会发散成一个很大的值；反过来，学 习率过小的话，基本上没怎么更新就结束了。也就是说，设定合适的学习率

是一个很重要的问题。

像学习率这样的参数称为超参数。这是一种和神经网络的参数（权重 和偏置）性质不同的参数。相对于神经网络的权重参数是通过训练 数据和学习算法自动获得的，学习率这样的超参数则是人工设定的。 一般来说，超参数需要尝试多个值， 以便找到一种可以使学习顺利 进行的设定。

**4.4.2** 神经网络的梯度

神经网络的学习也要求梯度。这里所说的梯度是指损失函数关于权重参

数的梯度。比如，有一个只有一个形状为 2 × 3 的权重**W**的神经网络，损失

函数用 L 表示。此时，梯度可以用

表示。用数学式表示的话，如下所示。
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|  |  |
| --- | --- |
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（4.8）

的元素由各个元素关于**W**的偏导数构成。比如，第 1 行第 1 列的元
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的形状和**W**相同。实际上，式（4.8）中的**W**和

都是 2 × 3 的形状。

下面，我们以一个简单的神经网络为例，来实现求梯度的代码。为此，

我们要实现一个名为simpleNet 的类（源代码在ch04/gradient\_simplenet.py 中）。

import sys, os

sys.path.append(os.pardir)

import numpy as np

from common.functions import softmax, cross\_entropy\_error

from common.gradient import numerical\_gradient

class simpleNet:

def init (self):

self.W = np. random. randn(2,3) # 用高斯分布进行初始化

def predict(self, x):

return np.dot(x, self.W)

def loss(self, x, t):

z = self.predict(x)

y = softmax(z)

loss = cross\_entropy\_error(y, t)

return loss

这里使用了common/functions.py 中的softmax 和 cross\_entropy\_error 方 法， 以及common/gradient.py 中的numerical\_gradient 方法。 simpleNet 类只有 一个实例变量，即形状为 2×3 的权重参数。它有两个方法，一个是用于预 测的predict(x)，另一个是用于求损失函数值的loss(x,t)。这里参数 x 接收

输入数据， t 接收正确解标签。现在我们来试着用一下这个simpleNet。

>>> **net = simpleNet()**

>>> **print(net.W)** # 权重参数

[[ 0.47355232 0.9977393 0.84668094],

[ 0.85557411 0.03563661 0.69422093]])

>>>

>>> **x = np.array([0.6, 0.9])**

>>> **p = net.predict(x)**

>>> **print(p)**
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[ 1.05414809 0.63071653 1.1328074]

>>> **np.argmax(p)** # 最大值的索引

2

>>>

>>> **t = np.array([0, 0, 1])** # 正确解标签

>>> **net.loss(x, t)**

0.92806853663411326

接下来求梯度。和前面一样，我们使用numerical\_gradient(f, x) 求梯 度（这里定义的函数f(W) 的参数W 是一个伪参数。因为numerical\_gradient(f, x) 会在内部执行f(x), 为了与之兼容而定义了f(W)）。

>>> **def f(W):**

... **return net.loss(x, t)**

...

>>> **dW = numerical\_gradient(f, net.W)**

>>> **print(dW)**

[[ 0.21924763 0.14356247 -0.36281009]

[ 0.32887144 0.2153437 -0.54421514]]

numerical\_gradient(f, x) 的参数f 是函数，x 是传给函数f 的参数。因此， 这里参数 x 取net.W，并定义一个计算损失函数的新函数f，然后把这个新定

义的函数传递给numerical\_gradient(f, x)。

numerical\_gradient(f, net.W) 的结果是dW，一个形状为 2 × 3 的二维数组。

观察一下dW 的内容，例如，会发现
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另外，在上面的代码中，定义新函数时使用了“def f(x):···”的形式。 实际上，Python 中如果定义的是简单的函数，可以使用lambda 表示法。使 用lambda 的情况下，上述代码可以如下实现。

>>> **f = lambda w: net.loss(x, t)**

>>> **dW = numerical\_gradient(f, net.W)**
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求出神经网络的梯度后，接下来只需根据梯度法，更新权重参数即可。

在下一节中，我们会以 2 层神经网络为例，实现整个学习过程。

为了对应形状为多维数组的权重参数 W ，这里使用的 numerical\_ gradient() 和之前的实现稍有不同。不过，改动只是为了对应多维 数组，所以改动并不大。这里省略了对代码的说明，想知道细节的 读者请参考源代码（common/gradient.py）。

**4.5** 学习算法的实现

关于神经网络学习的基础知识，到这里就全部介绍完了。“损失函 数”“mini-batch”“梯度”“梯度下降法”等关键词已经陆续登场，这里我们 来确认一下神经网络的学习步骤，顺便复习一下这些内容。神经网络的学习

步骤如下所示。

前提

神经网络存在合适的权重和偏置，调整权重和偏置以便拟合训练数据的 过程称为“学习”。神经网络的学习分成下面 4 个步骤。

步骤**1**（**mini-batch**）

从训练数据中随机选出一部分数据，这部分数据称为mini-batch。我们 的目标是减小mini-batch 的损失函数的值。

步骤**2**（计算梯度）

为了减小mini-batch 的损失函数的值，需要求出各个权重参数的梯度。 梯度表示损失函数的值减小最多的方向。

步骤**3**（更新参数）

将权重参数沿梯度方向进行微小更新。
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步骤**4**（重复）

重复步骤 1 、步骤 2 、步骤3。

神经网络的学习按照上面 4 个步骤进行。这个方法通过梯度下降法更新 参数，不过因为这里使用的数据是随机选择的mini batch 数据，所以又称为 随机梯度下降法（stochastic gradient descent）。“随机”指的是“随机选择的” 的意思， 因此，随机梯度下降法是“对随机选择的数据进行的梯度下降法”。 深度学习的很多框架中，随机梯度下降法一般由一个名为**SGD**的函数来实现。

SGD 来源于随机梯度下降法的英文名称的首字母。

下面，我们来实现手写数字识别的神经网络。这里以 2 层神经网络（隐

藏层为 1 层的网络）为对象，使用MNIST 数据集进行学习。

**4.5.1** 2 层神经网络的类

首先，我们将这个 2 层神经网络实现为一个名为TwoLayerNet 的类，实现 过程如下所示 ① 。源代码在ch04/two\_layer\_net.py 中。

import sys, os

sys.path.append(os.pardir)

from common.functions import \*

from common.gradient import numerical\_gradient

class TwoLayerNet:

def init (self, input\_size, hidden\_size, output\_size,

weight\_init\_std=0.01):

# 初始化权重

self.params = {}

self.params['W1'] = weight\_init\_std \* \

np. random. randn(input\_size, hidden\_size) self.params['b1'] = np.zeros(hidden\_size)

self.params['W2'] = weight\_init\_std \* \

np. random. randn(hidden\_size, output\_size) self.params['b2'] = np.zeros(output\_size)

① TwoLayerNet 的实现参考了斯坦福大学CS231n 课程提供的Python 源代码。
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def predict(self, x):

W1, W2 = self.params['W1'], self.params['W2']

b1, b2 = self.params['b1'], self.params['b2']

a1 = np.dot(x, W1) + b1

z1 = sigmoid(a1)

a2 = np.dot(z1, W2) + b2

y = softmax(a2)

return y

# x: 输入数据 , t: 监督数据

def loss(self, x, t):

y = self.predict(x)

return cross\_entropy\_error(y, t)

def accuracy(self, x, t):

y = self.predict(x)

y = np.argmax(y, axis=1)

t = np.argmax(t, axis=1)

accuracy = np.sum(y == t) / float(x.shape[0])

return accuracy

# x: 输入数据 , t: 监督数据

def numerical\_gradient(self, x, t):

loss\_W = lambda W: self.loss(x, t)

grads = {}

grads['W1'] = numerical\_gradient(loss\_W, self.params['W1']) grads['b1'] = numerical\_gradient(loss\_W, self.params['b1']) grads['W2'] = numerical\_gradient(loss\_W, self.params['W2']) grads['b2'] = numerical\_gradient(loss\_W, self.params['b2'])

return grads

虽然这个类的实现稍微有点长，但是因为和上一章的神经网络的前向处 理的实现有许多共通之处，所以并没有太多新东西。我们先把这个类中用到 的变量和方法整理一下。表 4-1 中只罗列了重要的变量，表4-2 中则罗列了所

有的方法。
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表4-1 TwolayerNet类中使用的变量

变量

说明

保存神经网络的参数的字典型变量（实例变量）。

params

params['W1'] 是第 1 层的权重， params['b1'] 是第 1 层的偏置。

params['W2'] 是第 2 层的权重， params['b2'] 是第 2 层的偏置

保存梯度的字典型变量（numerical\_gradient() 方法的返回值）。

grads['W1'] 是第 1 层权重的梯度， grads['b1'] 是第 1 层偏置的梯度。 grads['W2'] 是第 2 层权重的梯度， grads['b2'] 是第 2 层偏置的梯度

表4-2 TwoLayerNet类的方法

|  |  |  |
| --- | --- | --- |
| 方法 | 说明 | |
| init (self, input\_size, hidden\_size, output\_size)  predict(self, x)  loss(self, x, t)  accuracy(self, x, t)  numerical\_gradient(self, x, t)  gradient(self, x, t) | | 进行初始化。  参数从头开始依次表示输入层的神经元数、隐藏层 的神经元数、输出层的神经元数  进行识别（推理）。  参数 x 是图像数据  计算损失函数的值。  参数 x 是图像数据，t 是正确解标签（后面 3 个方法 的参数也一样）  计算识别精度  计算权重参数的梯度  计算权重参数的梯度。  numerical\_gradient() 的高速版，将在下一章实现 |

TwoLayerNet 类有params 和grads 两个字典型实例变量。params 变量中保存 了权重参数， 比如params['W1'] 以NumPy 数组的形式保存了第 1 层的权重参 数。此外， 第 1 层的偏置可以通过param['b1'] 进行访问。这里来看一个例子。

net = TwoLayerNet(input\_size=784, hidden\_size=100, output\_size=10)

net.params['W1'].shape # (784, 100)

net.params['b1'].shape # (100,)

net.params['W2'].shape # (100, 10)

net.params['b2'].shape # (10,)

4.5 学习算法的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **113**

如上所示，params 变量中保存了该神经网络所需的全部参数。并且， params 变量中保存的权重参数会用在推理处理（前向处理）中。顺便说一下，

推理处理的实现如下所示。

x = np.random. rand(100, 784) # 伪输入数据（100 笔）

y = net.predict(x)

此外，与params 变量对应，grads 变量中保存了各个参数的梯度。如下所示， 使用numerical\_gradient() 方法计算梯度后，梯度的信息将保存在grads 变

量中。

x = np.random. rand(100, 784) # 伪输入数据（100 笔）

t = np.random. rand(100, 10) # 伪正确解标签（100 笔）

grads = net.numerical\_gradient(x, t) # 计算梯度

grads['W1'].shape # (784, 100)

grads['b1'].shape # (100,)

grads['W2'].shape # (100, 10)

grads['b2'].shape # (10,)

接着，我们来看一下TwoLayerNet 的方法的实现。首先是 init (self, input\_size, hidden\_size, output\_size) 方法，它是类的初始化方法（所谓初 始化方法，就是生成TwoLayerNet 实例时被调用的方法）。从第 1 个参数开始， 依次表示输入层的神经元数、隐藏层的神经元数、输出层的神经元数。另外， 因为进行手写数字识别时，输入图像的大小是 784（28 × 28），输出为 10 个类别， 所以指定参数input\_size=784 、output\_size=10，将隐藏层的个数hidden\_size

设置为一个合适的值即可。

此外，这个初始化方法会对权重参数进行初始化。如何设置权重参数 的初始值这个问题是关系到神经网络能否成功学习的重要问题。后面我 们会详细讨论权重参数的初始化，这里只需要知道，权重使用符合高斯 分布的随机数进行初始化，偏置使用 0 进行初始化。predict(self, x) 和 accuracy(self, x, t) 的实现和上一章的神经网络的推理处理基本一样。如

果仍有不明白的地方，请再回顾一下上一章的内容。另外，loss(self, x, t)
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是计算损失函数值的方法。这个方法会基于predict() 的结果和正确解标签，

计算交叉熵误差。

剩下的numerical\_gradient(self, x, t) 方法会计算各个参数的梯度。根 据数值微分，计算各个参数相对于损失函数的梯度。另外，gradient(self, x, t)

是下一章要实现的方法，该方法使用误差反向传播法高效地计算梯度。

numerical\_gradient(self, x, t) 基于数值微分计算参数的梯度。下 一章，我们会介绍一个高速计算梯度的方法，称为误差反向传播法。 用误差反向传播法求到的梯度和数值微分的结果基本一致，但可以 高速地进行处理。使用误差反向传播法计算梯度的gradient(self, x, t) 方法会在下一章实现，不过考虑到神经网络的学习比较花时间， 想节约学习时间的读者可以替换掉这里的numerical\_gradient(self, x, t)，抢先使用gradient(self, x, t) ！

**4.5.2** mini-batch 的实现

神经网络的学习的实现使用的是前面介绍过的 mini-batch 学习。所谓 mini-batch 学习，就是从训练数据中随机选择一部分数据（称为mini-batch）， 再以这些mini-batch 为对象，使用梯度法更新参数的过程。下面，我们就以 TwoLayerNet 类为对象，使用MNIST 数据集进行学习（源代码在ch04/train\_ neuralnet.py 中）。

import numpy as np

from dataset.mnist import load\_mnist

from two\_layer\_net import TwoLayerNet

(x\_train, t\_train), (x\_test, t\_test) = \ load\_mnist(normalize=True, one\_hot\_ laobel = True)

train\_loss\_list = []

# 超参数

iters\_num = 10000

train\_size = x\_train.shape[0]

batch\_size = 100

learning\_rate = 0.1
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network = TwoLayerNet(input\_size=784, hidden\_size=50, output\_size=10)

for i in range(iters\_num):

# 获取 mini-batch

batch\_mask = np.random.choice(train\_size, batch\_size)

x\_batch = x\_train[batch\_mask]

t\_batch = t\_train[batch\_mask]

# 计算梯度

grad = network.numerical\_gradient(x\_batch, t\_batch)

# grad = network.gradient(x\_batch, t\_batch) # 高速版 !

# 更新参数

for key in ('W1', 'b1', 'W2', 'b2'):

network.params[key] -= learning\_rate \* grad[key]

# 记录学习过程

loss = network.loss(x\_batch, t\_batch)

train\_loss\_list.append(loss)

这里， mini-batch 的大小为 100，需要每次从 60000 个训练数据中随机 取出 100 个数据（图像数据和正确解标签数据）。然后，对这个包含 100 笔数 据的 mini-batch 求梯度，使用随机梯度下降法（SGD）更新参数。这里，梯 度法的更新次数（循环的次数）为 10000。每更新一次，都对训练数据计算损 失函数的值，并把该值添加到数组中。用图像来表示这个损失函数的值的推

移，如图 4-11 所示。

|  |
| --- |
| 放大显示 |

图 **4-11** 损失函数的推移：左图是 **10000** 次循环的推移，右图是 **1000** 次循环的推移
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观察图 4-11，可以发现随着学习的进行，损失函数的值在不断减小。这 是学习正常进行的信号，表示神经网络的权重参数在逐渐拟合数据。也就是 说，神经网络的确在学习！通过反复地向它浇灌（输入）数据，神经网络正

在逐渐向最优参数靠近。

**4.5.3** 基于测试数据的评价

根据图 4-11 呈现的结果，我们确认了通过反复学习可以使损失函数的值 逐渐减小这一事实。不过这个损失函数的值，严格地讲是“对训练数据的某 个mini-batch 的损失函数”的值。训练数据的损失函数值减小，虽说是神经 网络的学习正常进行的一个信号，但光看这个结果还不能说明该神经网络在

其他数据集上也一定能有同等程度的表现。

神经网络的学习中，必须确认是否能够正确识别训练数据以外的其他数 据，即确认是否会发生过拟合。过拟合是指，虽然训练数据中的数字图像能

被正确辨别，但是不在训练数据中的数字图像却无法被识别的现象。

神经网络学习的最初目标是掌握泛化能力， 因此，要评价神经网络的泛 化能力，就必须使用不包含在训练数据中的数据。下面的代码在进行学习的 过程中，会定期地对训练数据和测试数据记录识别精度。这里，每经过一个

epoch，我们都会记录下训练数据和测试数据的识别精度。

**epoch**是一个单位。一个 epoch 表示学习中所有训练数据均被使用过 一次时的更新次数。比如，对于 10000 笔训练数据，用大小为 100 笔数据的 mini-batch 进行学习时，重复随机梯度下降法 100 次，所 有的训练数据就都被“看过”了 ① 。此时，100 次就是一个 epoch。

为了正确进行评价，我们来稍稍修改一下前面的代码。与前面的代码不 同的地方，我们用粗体来表示。

① 实际上，一般做法是事先将所有训练数据随机打乱，然后按指定的批次大小，按序生成mini-batch。 这样每个mini-batch 均有一个索引号，比如此例可以是 0, 1, 2, ... , 99，然后用索引号可以遍历所有 的mini-batch。遍历一次所有数据，就称为一个epoch。请注意，本节中的mini-batch 每次都是随机 选择的，所以不一定每个数据都会被看到。 ——译者注
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import numpy as np

from dataset.mnist import load\_mnist

from two\_layer\_net import TwoLayerNet

(x\_train, t\_train), (x\_test, t\_test) = \ load\_mnist(normalize=True, one\_hot\_ laobel = True)

train\_loss\_list = []

**train\_acc\_list = []**

**test\_acc\_list = []**

**#** 平均每个**epoch** 的重复次数

**iter\_per\_epoch = max(train\_size / batch\_size, 1)**

# 超参数

iters\_num = 10000

batch\_size = 100

learning\_rate = 0.1

network = TwoLayerNet(input\_size=784, hidden\_size=50, output\_size=10)

for i in range(iters\_num):

# 获取 mini-batch

batch\_mask = np.random.choice(train\_size, batch\_size)

x\_batch = x\_train[batch\_mask]

t\_batch = t\_train[batch\_mask]

# 计算梯度

grad = network.numerical\_gradient(x\_batch, t\_batch)

# grad = network.gradient(x\_batch, t\_batch) # 高速版 !

# 更新参数

for key in ('W1', 'b1', 'W2', 'b2'):

network.params[key] -= learning\_rate \* grad[key]

loss = network.loss(x\_batch, t\_batch)

train\_loss\_list.append(loss)

**#** 计算每个**epoch** 的识别精度

**if i % iter\_per\_epoch == 0:**

**train\_acc = network.accuracy(x\_train, t\_train)**

**test\_acc = network.accuracy(x\_test, t\_test)**

**train\_acc\_list.append(train\_acc)**

**test\_acc\_list.append(test\_acc)**

**print("train acc, test acc | " + str(train\_acc) + ", " + str(test\_acc))**

在上面的例子中，每经过一个epoch，就对所有的训练数据和测试数据 计算识别精度，并记录结果。之所以要计算每一个epoch 的识别精度，是因 为如果在for 语句的循环中一直计算识别精度，会花费太多时间。并且，也
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没有必要那么频繁地记录识别精度（只要从大方向上大致把握识别精度的推 移就可以了）。因此，我们才会每经过一个epoch 就记录一次训练数据的识别 精度。

把从上面的代码中得到的结果用图表示的话，如图 4-12 所示。
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图 **4-12** 训练数据和测试数据的识别精度的推移（横轴的单位是 **epoch**）

图 4-12 中，实线表示训练数据的识别精度，虚线表示测试数据的识别精 度。如图所示，随着epoch 的前进（学习的进行），我们发现使用训练数据和 测试数据评价的识别精度都提高了，并且，这两个识别精度基本上没有差异（两

条线基本重叠在一起）。因此，可以说这次的学习中没有发生过拟合的现象。

**4.6** 小结

本章中，我们介绍了神经网络的学习。首先，为了能顺利进行神经网络

的学习，我们导入了损失函数这个指标。以这个损失函数为基准，找出使它
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的值达到最小的权重参数，就是神经网络学习的目标。为了找到尽可能小的

损失函数值，我们介绍了使用函数斜率的梯度法。

|  |
| --- |
| 本章所学的内容  . 机器学习中使用的数据集分为训练数据和测试数据。  . 神经网络用训练数据进行学习，并用测试数据评价学习到的模型的 泛化能力。  . 神经网络的学习以损失函数为指标，更新权重参数，以使损失函数 的值减小。  . 利用某个给定的微小值的差分求导数的过程，称为数值微分。 . 利用数值微分，可以计算权重参数的梯度。  . 数值微分虽然费时间，但是实现起来很简单。下一章中要实现的稍 微复杂一些的误差反向传播法可以高速地计算梯度。 |

第5章

误差反向传播法

上一章中，我们介绍了神经网络的学习，并通过数值微分计算了神经网 络的权重参数的梯度（严格来说，是损失函数关于权重参数的梯度）。数值微 分虽然简单，也容易实现，但缺点是计算上比较费时间。本章我们将学习一 个能够高效计算权重参数的梯度的方法——误差反向传播法。

要正确理解误差反向传播法，我个人认为有两种方法：一种是基于数学式； 另一种是基于计算图（computational graph）。前者是比较常见的方法，机器 学习相关的图书中多数都是以数学式为中心展开论述的。因为这种方法严密 且简洁，所以确实非常合理，但如果一上来就围绕数学式进行探讨，会忽略 一些根本的东西，止步于式子的罗列。因此，本章希望大家通过计算图，直 观地理解误差反向传播法。然后，再结合实际的代码加深理解，相信大家一

定会有种“原来如此！ ”的感觉。

此外，通过计算图来理解误差反向传播法这个想法，参考了 Andrej Karpathy 的博客 [4] 和他与Fei-Fei Li 教授负责的斯坦福大学的深度学习课程 CS231n [5]。

**5.1** 计算图

计算图将计算过程用图形表示出来。这里说的图形是数据结构图，通 过多个节点和边表示（连接节点的直线称为“边”）。为了让大家熟悉计算图，
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本节先用计算图解一些简单的问题。从这些简单的问题开始，逐步深入，最

终抵达误差反向传播法。

**5.1.1** 用计算图求解

现在，我们尝试用计算图解简单的问题。下面我们要看的几个问题都是 用心算就能解开的简单问题，这里的目的只是通过它们让大家熟悉计算图。 掌握了计算图的使用方法之后，在后面即将看到的复杂计算中它将发挥巨大

威力，所以本节请一定学会计算图的使用方法。

问题**1**：太郎在超市买了 2 个 100 日元一个的苹果，消费税是 10%，请计 算支付金额。

计算图通过节点和箭头表示计算过程。节点用○表示， ○中是计算的内 容。将计算的中间结果写在箭头的上方，表示各个节点的计算结果从左向右 传递。用计算图解问题 1，求解过程如图 5-1 所示。

|  |
| --- |
| 100 ×2 200 ×1.1 220 |

图 **5-1** 基于计算图求解的问题 **1** 的答案

如图 5-1 所示，开始时，苹果的 100 日元流到“× 2”节点，变成 200 日元， 然后被传递给下一个节点。接着，这个 200 日元流向“× 1.1”节点，变成 220

日元。因此，从这个计算图的结果可知，答案为 220 日元。

虽然图5-1 中把“× 2”“× 1.1”等作为一个运算整体用○括起来了，不过 只用○表示乘法运算“×”也是可行的。此时，如图 5-2 所示，可以将“2”和

“ 1.1”分别作为变量“苹果的个数”和“消费税”标在○外面。

5.1 计算图 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **123**

|  |  |
| --- | --- |
| 苹果的个数  消费税 | 100  200  220  ×  ×  2  1.1 |

图 **5-2** 基于计算图求解的问题 **1** 的答案：“苹果的个数”和“消费税”作为变量标在○外面

再看下一题。

问题**2**：太郎在超市买了2 个苹果、3 个橘子。其中，苹果每个100 日元， 橘子每个 150 日元。消费税是 10%，请计算支付金额。

同问题 1，我们用计算图来解问题 2，求解过程如图 5-3 所示。

|  |
| --- |
| 2  100 200  +  650 715  150 450  苹果的个数  ×  ×  ×  3  1.1  橘子的个数  消费税 |

图 **5-3** 基于计算图求解的问题 **2** 的答案

这个问题中新增了加法节点“+”，用来合计苹果和橘子的金额。构建了 计算图后，从左向右进行计算。就像电路中的电流流动一样，计算结果从左 向右传递。到达最右边的计算结果后，计算过程就结束了。从图5-3 中可知，

问题 2 的答案为 715 日元。
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综上，用计算图解题的情况下，需要按如下流程进行。

1. 构建计算图。

2. 在计算图上，从左向右进行计算。

这里的第 2 歩“从左向右进行计算”是一种正方向上的传播，简称为正 向传播（forward propagation）。正向传播是从计算图出发点到结束点的传播。 既然有正向传播这个名称，当然也可以考虑反向（从图上看的话，就是从右向左） 的传播。实际上，这种传播称为反向传播（backward propagation）。反向传 播将在接下来的导数计算中发挥重要作用。

**5.1.2** 局部计算

计算图的特征是可以通过传递“局部计算”获得最终结果。“局部”这个 词的意思是“与自己相关的某个小范围”。局部计算是指，无论全局发生了什么，

都能只根据与自己相关的信息输出接下来的结果。

我们用一个具体的例子来说明局部计算。比如，在超市买了 2 个苹果和

其他很多东西。此时，可以画出如图 5-4 所示的计算图。

|  |
| --- |
| 其他很多东西  …  +  ×  200  100  4000    复杂的计算    苹果的个数  4620  4200  2  ×  1.1  消费税 |

图 **5-4** 买了 **2** 个苹果和其他很多东西的例子

如图 5-4 所示，假设（经过复杂的计算）购买的其他很多东西总共花费
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4000 日元。这里的重点是，各个节点处的计算都是局部计算。这意味着，例 如苹果和其他很多东西的求和运算（4000 + 200 → 4200）并不关心 4000 这个 数字是如何计算而来的，只要把两个数字相加就可以了。换言之，各个节点 处只需进行与自己有关的计算（在这个例子中是对输入的两个数字进行加法

运算），不用考虑全局。

综上，计算图可以集中精力于局部计算。无论全局的计算有多么复杂， 各个步骤所要做的就是对象节点的局部计算。虽然局部计算非常简单，但是 通过传递它的计算结果，可以获得全局的复杂计算的结果。

比如，组装汽车是一个复杂的工作，通常需要进行“流水线”作业。 每个工人（机器）所承担的都是被简化了的工作，这个工作的成果会 传递给下一个工人，直至汽车组装完成。计算图将复杂的计算分割 成简单的局部计算，和流水线作业一样，将局部计算的结果传递给 下一个节点。在将复杂的计算分解成简单的计算这一点上与汽车的 组装有相似之处。

**5.1.3** 为何用计算图解题

前面我们用计算图解答了两个问题，那么计算图到底有什么优点呢？一 个优点就在于前面所说的局部计算。无论全局是多么复杂的计算，都可以通 过局部计算使各个节点致力于简单的计算，从而简化问题。另一个优点是， 利用计算图可以将中间的计算结果全部保存起来（比如，计算进行到 2 个苹 果时的金额是 200 日元、加上消费税之前的金额 650 日元等）。但是只有这些 理由可能还无法令人信服。实际上，使用计算图最大的原因是，可以通过反

向传播高效计算导数。

在介绍计算图的反向传播时，我们再来思考一下问题 1。问题 1 中，我 们计算了购买 2 个苹果时加上消费税最终需要支付的金额。这里，假设我们 想知道苹果价格的上涨会在多大程度上影响最终的支付金额，即求“支付金 额关于苹果的价格的导数”。设苹果的价格为 x，支付金额为 L，则相当于求 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAARCAYAAADtyJ2fAAABm0lEQVQokb3SvW/PURQG8E+rSidfv8RAJffKJV4iEW8hEQOJRWNBDAYhFpvEzp9gFGKwNTGZpJtgIAwIMcnl3sG7KmFpqmXoV/ptB0ye5d7nnPuc556T06dFCnEJ1uNTruWNv2BRKxrEGTzGnl7TrJz4+uVlmxvuNc3lXtPs7TXN+MTXL3NFU4hNCnGkw8e61VOIYynEdd3YQHsux4YUYh+WYjiF2J9rmUkhDmBNruXFPGHb21WM5FomU4ib8S3XMtO+2Y5HC2Yx1I+teJVrmWxzB3C+U3wf7nT4cUwN4BkGU4hrsREzuZZbbfXdOIrRFOJhbMGqXMu1vo79ZrzLtbxe8K0B8zGZa/nhv6Pv9yWFuAiHMIVluZbRPwn7O/eTeJ9ruYm3KcTT/+o4hP0trbiQazmWQuxhh9npb8LTXMvH/la0FFdwv3U8hfF2aw7iLm7gHU4wN+pzuJ1r+dzyQVzCNK4j4V6u5Tmed3ucxofWPeFnruUZhnHE7DY9TCGuSCHu6govYnUK8Qh24mwb/97O4QkWY1uu5QH8AvDKhBdI+/HSAAAAAElFTkSuQmCC)。这个导数的值表示当苹果的价格稍微上涨时，支付金额会增加多少。
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如前所述，“支付金额关于苹果的价格的导数”的值可以通过计算图的 反向传播求出来。先来看一下结果，如图 5-5 所示，可以通过计算图的反向

传播求导数（关于如何进行反向传播，接下来马上会介绍）。

|  |  |
| --- | --- |
| 苹果的个数  消费税 | 200  ×  ×  100  2.2  220  1  1.1    2  1.1 |

图 **5-5** 基于反向传播的导数的传递

如图 5-5 所示，反向传播使用与正方向相反的箭头（粗线）表示。反向传 播传递“局部导数”，将导数的值写在箭头的下方。在这个例子中，反向传 播从右向左传递导数的值（1 → 1.1 → 2.2）。从这个结果中可知，“支付金额 关于苹果的价格的导数”的值是 2.2。这意味着，如果苹果的价格上涨 1 日元， 最终的支付金额会增加 2.2 日元（严格地讲，如果苹果的价格增加某个微小值， 则最终的支付金额将增加那个微小值的 2.2 倍）。

这里只求了关于苹果的价格的导数，不过“支付金额关于消费税的导 数”“支付金额关于苹果的个数的导数”等也都可以用同样的方式算出来。并 且，计算中途求得的导数的结果（中间传递的导数）可以被共享，从而可以 高效地计算多个导数。综上，计算图的优点是，可以通过正向传播和反向传

播高效地计算各个变量的导数值。

**5.2** 链式法则

前面介绍的计算图的正向传播将计算结果正向（从左到右）传递，其计

算过程是我们日常接触的计算过程，所以感觉上可能比较自然。而反向传播

5.2 链式法则 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **127**

将局部导数向正方向的反方向（从右到左）传递，一开始可能会让人感到困惑。 传递这个局部导数的原理，是基于链式法则（chain rule）的。本节将介绍链 式法则，并阐明它是如何对应计算图上的反向传播的。

**5.2.1** 计算图的反向传播

话不多说，让我们先来看一个使用计算图的反向传播的例子。假设存在

y = f(x) 的计算，这个计算的反向传播如图 5-6 所示。

|  |
| --- |
| x y  f  E  E |

图 **5-6** 计算图的反向传播：沿着与正方向相反的方向，乘上局部导数
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这就是反向传播的计算顺序。通过这样的计算，可以高效地求出导数的 值，这是反向传播的要点。那么这是如何实现的呢？我们可以从链式法则的

原理进行解释。下面我们就来介绍链式法则。

**5.2.2** 什么是链式法则

介绍链式法则时，我们需要先从复合函数说起。复合函数是由多个函数 构成的函数。比如， z = (x + y)2 是由式（5.1）所示的两个式子构成的。

z = t2

t = x + y

（5.1）
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链式法则是关于复合函数的导数的性质，定义如下。

如果某个函数由复合函数表示，则该复合函数的导数可以用构成复 合函数的各个函数的导数的乘积表示。
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（5.2）

式（5.2）中的at 正好可以像下面这样“互相抵消”，所以记起来很简单。
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式（5.1）中的局部导数（偏导数）。

（5.3）

等于 1。这是基于导数公式的解析解。
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5.2 链式法则 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **129**

**5.2.3** 链式法则和计算图

现在我们尝试将式（5.4）的链式法则的计算用计算图表示出来。如果用

“\*\*2”节点表示平方运算的话，则计算图如图 5-7 所示。

|  |  |  |
| --- | --- | --- |
| x | + | t z  \*\*2 |
| y |

图 **5-7** 式（**5.4**）的计算图：沿着与正方向相反的方向，乘上局部导数后传递

如图所示，计算图的反向传播从右到左传播信号。反向传播的计算顺序 是，先将节点的输入信号乘以节点的局部导数（偏导数），然后再传递给下一 个节点。比如，反向传播时，“\*\*2”节点的输入是 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAQCAYAAADNo/U5AAABhElEQVQokb3SsWtUQRAG8N/dRU1QdHnaSIT3woughSaVqK2dWCSFhSj2YmOhhRYWFmJlK/aCEMTC6B+gCApikUKwWdiFpEgE7w4JFhpjcXuQJpZ+1bczzHyz801HQVs3pzGDfejFnJ7bBd0d/AqWY05LmG7r5uxuRb0xqUKA+SqEFtPY2x8OVtq6aaoQ7lQhfK1CONkfDta6ZbQFnIo5vcQbXEYs/WbxDHexBhMl8QDjcaYQY07vy/sjFnEfP3f+aQWhrZsebuNhmeBQaTiJqzgPnZKcxAL+4G3Mab3EG6xiDlM71P8TOmPS1s0xzGMPXsWctnYrGq98ArdiTq/xwWhT/1Zq66aD4whG/jzBzZjTt7Kk39jGZMxpc+zTOVzAUyO/5rBV7rHGRXzGpbZuFrtt3ezHYzyKOW3gE1ZjTt8xiDkt4yBe4HrMabuLA1iPOf0qqjdwr/CZtm66OBxzGuAE9PrDwWYVwtEqhNkqhDP4EnN6B1UI14yO90cVwhFs9IeDjb/r4Hqrf24TlAAAAABJRU5ErkJggg==)，将其乘以局部导数 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAARCAYAAADpPU2iAAABeElEQVQokb3RvWtVQRQE8F9enhJJCMuFoBBwry4osRAFG620sRDEgIKN2NqnEmwFexECNv4Dtn4ggiKIAcFGCyMs7loYMGgSEBXCMxbep69QS6c5Z/fsMGdmx3RIsZ3GEXzItbzyF/S6xxO4hGfYlWJ79p8E9LGEQa7lYUf+I/pdjTiGiRTbGcym2I5jC9ewE4+w1E+xncQNnMy1bKbYzmE11zJIsd3WEQ5gK9ey3MMccq5ls1ObxxXo7k5gFW9SbGf6eInvKbZHsRcruZanXRgXsQNXUXF5GGkvxXZ3iu3UqMEU295o/T8YG5HfjtP4htlcy82R2XiuZcDvj4PzeJ9ruYMXKbYLI7Pbw2Z82DQhvMOhJoQ9+IwLTQhPmhDmcaoJ4e3axnoepjCFRdztFM75Ge8KPuJWruXB6EoLuJ9r+dKdp3G964/j8XCTIeETvnZqB7GRa1nuZvvxOsX2zC8PTQjPcbgJYR8mcy2LI94qDuPe2sb64AdYgXmTj8GpVgAAAABJRU5ErkJggg==)（因 为正向传播时输入是 t、输出是 z，所以这个节点的局部导数是 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAARCAYAAADpPU2iAAABc0lEQVQokb3SP2tUQRQF8F92RWMax1coFut78ApDbESxCuktBBWx0UKEbW0Ev4GFhaCtoPkGWigimCZ2YqMICqKDM0iQgJhd8A+RRCx2Nq5FLD3NPcPcO/fec2ZKQVs3PcziTcxpxTbolORZLOApTrd1c/ifBQXPSryL69sV7ChxDgEfcRC7S+f9uIEVJCx22ro5gpMxp8WY0xJmsFwe2sRFPMfjmNPPDk7gyUTXedwq/AculPsZ6FYhrOJMFcKXKoRzeBBzet/WTQdXsQuX8X1tOHipzDrd1k2vrZudkwuWoq34fzA10b6HY0berMecHk3cdWNOm/xt3BUj6e7jUFs3x0vyHtwZJ3XHpArhAxaqEBpMo1eFsIE+9lUhvFsbDlbHKhxFP+Z0D0u4hE8xpxdGrl+LOb3iz9e4ifOF/8IAD8t5Lub0ejzJeIfPWC+8j9sxp43iy7e2bg60dTO/pVJbN3txFl/xtowyVugUhjGnZfgNNq1wKfx8vNIAAAAASUVORK5CYII=)），然后传 递给下一个节点。另外，图 5-7 中反向传播最开始的信号 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAARCAYAAAAL4VbbAAABVklEQVQokbXRPWiVMRjF8d99LSoO5b0XESxCYjMKIl06KYi66iIFBwvSVURwcHF16+qgjh0F69BBF0VEUBEHwUUIJPgJglo/Kl3UwVxwuI6eJeHhn3PCeQaaUogHMMKjXMuGCeoauIgfeIqLKcQd/4TxBq/wHc+xOAmeSiF2mMN0cz+Kly3xMM7iHj50uIDXuZbVXMttRNxvZi+whHWsdjiOtea0C+9yLc8aPMShXMsK0pZR329iftT323ASy5/WP39LIc7iBPaP+n4JD8e1DVOIMynEwV9VdpPu/0eDFrMb8+NhruXWJHj8l/O426CZFOLBSfBUO6/iWApxA19byoO29lNYxc4uhbgP53ATd3AG75vJEbzFJQw7LONKruVXruWnPyu/0eA1bMf1XMvjDh8bIIV4Giu5ls3W7WVsxZ4U4sIghTiNBXxBybU8aQ9n22wOe3HtN6b+Zcov7YmwAAAAAElFTkSuQmCC) 在前面的数学

式中没有出现，这是因为 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAARCAYAAABadWW4AAAB8UlEQVRIic3UzWudRRTH8c+93ghCF2kb+wLCDIxNotC6KQUpbgKSjQ0GbGgLrrqo+Cf4B/hC3VkIZBNB/AN8CS2tCLpqREXcCQ7MCNqSJjup4Ftc3IlcxMSE3CT+NnPmnOec+T7neeZ0NKUQZ/AHJrCQa/nZAanbgJ7BWK5lCfO4cVBA0Gvrd3gqhfgCKp7eeCCF+CJ+xZeQa1nZa6huCrGDd/FJruVjnGoQUognsI7HcXUvgFKIoynE6RTiO39D4QJ+yrWsNt9JXIdcy339zj3AW8MGanoOj+HsINSP+j+4FOITOJNr+aDtpzHX4q+lEEeGTZRr+Qg/DPp6uZavUoiHUogX8TteGYjfw5u4hMVcy2+bFU8hTqKzxfkruZa17YD2Gu1nm7zFt81c2KpICrGLZ/8D6htsH2q3yrX8icVh1GIAKoU4gSexlmu5u5MirVNvaHNvE93OtdzZSdGQQny12VMpxLmdQO1WKcRzKcQvNvad5hzFGB7B97iTa5n6l+ROrmV9yEAzGMdRZHy+8fmexxF8qn/TjrWEw3gbv7SE97BqiMq1fPhPXy+FOI4ruZbZBjKJ2y3+ENcwi+WBAbun6uI0lgd8L+H1Zo/gMpYwlkJ8dD+geriJ8214Hsf8QEde1p/m7+NWruXr/YD6X+ovzPmW/CpWE6QAAAAASUVORK5CYII=)，所以在刚才的式子中被省略了。

图 5-7 中 需 要注 意 的 是 最左 边 的 反 向 传 播的 结 果。根 据 链式 法 则，

成立，对应“z 关于 x 的导数”。也就是说，反向传播

是基于链式法则的。

把 式（5.3）的结果代入到图 5-7 中，结果如图 5-8 所 示， ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAAQCAYAAAAiYZ4HAAABX0lEQVQoka3Sv2vUMRzG8dedPUQO9cstRQ5NIKJ0E0SkIEgXXaSDgoPubgouLm6O4t8giDhIxalFxNGhRQcHHRwaTBCLiz9BBX+0Ljnock4+yycPeT+fT0jS05RCXMQmDuFhrqWYphTibArx6jb/YBo70+pnfEwhnsEXhBRiL9eylUI8i324j67fArfxJNeyjF8YNngXvmMdl3Mt6/0U4jH0ci0bLbwftyDX8gMbGOBGCnHQx1tstbOPsYA7zZ/ERXS4jmGvbRzGkTZ+OdcyaXAQb7CIZ7mWd1Nv7r+pN1mkEOcxwodcy9q0QL/BC5jNtaxgnEI8/c8AXuJVCvE4HuPKtsm7Wx2mEPuTl76EF3je4D8NOo/3KcRruIujM+3T7c21PGrQbyylEHtYxSd8wxJW+pjDWoMHmMc97MQYJ7Caa9nE3I5R173GuVHXjXAKN3MtX5u/gJ/YM+q6A3j6F3aAa6Q24Do3AAAAAElFTkSuQmCC) 的结果为 2(x + y)。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAALCAYAAABCm8wlAAAAyklEQVQYlU3QvytGYQDF8c973Q11YyHDfXJHf4BSBtSbUjIbjSab0X9g82+wW/kP2LxPPQ+lMPAm5Vcvyx2es55v53TOQKGuDTUW8BRz+oGpwlzBBn6xP9c0s6/jt9GgAK5wEHO669pQ4RJ7VdFwjBHEnCZ4wGZdANM47NrwiGcsYqbq44+wHnM6izldoMEqbuquDUs4QSjS3vGF2wpbuI45jQtgG6cxp78aH3gp1sz3wBrUOMdO14YhvrGLYczpE8ofljHBfT8T/AOm1D+kttwyrAAAAABJRU5ErkJggg==)
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![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAIAAAAQCAYAAAA8qK60AAAAKUlEQVQImWP09vFtY2BgYGFhYGDIYGBgYGdigAJ6MlgYGBimMjAwMAMAEDoCmZ955vEAAAAASUVORK5CYII=) 第 5 章 误差反向传播法

|  |  |
| --- | --- |
| x | z  \*\*2  t +  1 |
| y |

图 **5-8** 根据计算图的反向传播的结果，![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAOCAYAAAAfSC3RAAABXUlEQVQokY3ST4iOURQG8N87KYXiM5mZEvdyR1mwUDNkYWVnZaGsSChLGzsLG81kFFmYmig7xd5ikpqyU2RFya17dxaMP2WyEYu5n97NN3lW5/Sce85znnM7DSnECZzDH/zCUq7ltxEY68WP8SrXcgerLR+JTb14BSdSiDP4iNM9NWdwBE8xm2t5ONaISziFe7mWuziLD42bwiy6puJ1X+qVttPPlm/HEuRaPuFNqz2Oib7UJziZQvyBo8i43yZexyHsx3k8wvK/BVOIkynEwynEHX0ThnkKcXMKcbCRYf+Frtf5IqZaugVzuZa1UQ+Hrk5iHvO5ljms4cZGE4fmjOEZrqUQO0xjV2t6GeM4gK/YioXhOZaxkmu5nWtZwDG8TCHuxPdcyy3ss/5JBhh0jfyC8VzLagpxGi8wg894jgt4j93W77ina3Ku4mAr3IYHuZZ3jVvEN+zF2yb75l9EVGFoGsUYZwAAAABJRU5ErkJggg==) 等于 **2(x + y)**

**5.3** 反向传播

上一节介绍了计算图的反向传播是基于链式法则成立的。本节将以“+” 和“×”等运算为例，介绍反向传播的结构。

**5.3.1** 加法节点的反向传播

首先来考虑加法节点的反向传播。这里以 z = x + y 为对象，观察它的 反向传播。z = x + y 的导数可由下式（解析性地）计算出来。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACgAAAASCAYAAAApH5ymAAAB4klEQVRIic2WPWsVURCGn3tzTQwaPCwELMQ5ePwAwS6xjoUgamFAEVJolcbCr0byD2zsLOyFVCoiBCzUgEQ0qI1YBHRwJoXa7b2dForNuWZNSAjJ/fCFhZ05LzPPnl3mbI2KksQB4CSwC/iqbq/ps+qr4pvAG3V7CBxMEq/1gekf/QXMu3cR+AmgbveBqSRxR5/YgAqguv1StzHgWJI4kSTWgGHgQNuTJIbK/VAvABuVhoeBq8A94BNwGTgCtPL6DDCZJL4AloBX2ddV1XPzEWAOuKNuH9WtBAaBZXX7nr3P1O048Bz4rG5dh4OVHTwLLKnbl8raPuBRO1C3t0niKaBUt8VewMHKN3gU+NBOJonDwHngdiV3AVB1W0wSx3oF2N7Bx8D1DFIHZoBb+VWTJF4CRoFDSeIPYCfwrheAAwBlq/mtCKFZhDABjANPqkO6CGFQ3R4UIYzmh7pbtpq/Ow2TJO4vQjhdhDBdtppPAWqdbrIdJYkngD3AtLqdgbUnSV+lbvNAs5prrOPdlpLEcWD3BpZlddPN1OoKIDCUr/W06eOzkSROAVv9Kbiibu9XJ9VtYYv11qihbrPAbKcKAiSJN4C9G1heqttcJ3v2TEniZJK4kOfxfzdmzgEjOawB838A1WiPg5GLYQgAAAAASUVORK5CYII=)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAKCAYAAABrGwT5AAABI0lEQVQokY3SPWuVQRAF4MfrB9HG5YWIUS67uOAvsBFSq2hhIZFgEaythPyFQBpbbey1sdBKsAx2IgiSQmRhN0iqSHJVTBrBZi+8VchpZs7MHOaDOaUjx3QeDzHDVXwvrX5wEuSYNnNMt0b8TY7p8nGaych/hy8jvo17x4nPjPw9rOaYdvALl7qVY1rGFAUXsYj3k568iWd4Xlp9iz+4j685phs4LK2+xivs4AGuzzu/xJPS6r/OdzHgI5ZKqyXHFPC7tPqti01yTEuYlla3RivcxYvS6t/SaumxZWz1Sc/ND3aIH3NVjmkBj7HR+XqOaYo7+NTLVuD0/uzgaAhhNoRwewhhEWt4WlrdgyGER7iAhmtDCFfweX928NOo49n+KCfGfwC0VEx+yRH9AAAAAElFTkSuQmCC)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAHCAYAAAArkDztAAAAgklEQVQImU3MMQ7BcABG8V9bYrA0nYRI/0kHBrGSOIDdOQwO4QB2i81itjhLk3Y0YbCWpRJv/F6+l2gp8tDL0jR6vJ5NkYdu1I5zHPHGHoO4PfSxxAYLnKO/1AhrnMq6an6pKWZlXV2KPHQwSYo8jLHDJ0vTIba4xgituGGFQ1lX9y9D6BuUF7qc9gAAAABJRU5ErkJggg==) （ 5.5）

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABIAAAAJCAYAAAA/33wPAAAAlUlEQVQokZ3RMQrCUBCE4S8SEbQS7RNIrZWNl/AWnsBOPIkH8BJ2XsJCAu/ZCZYKYmUTLRN50+0y+++wm0lQVZRDzLHGto7h1ksBYYoHFuhDnkKpY7g2yX69vCrKFUYtc8c6hnsXPMcZgxbP85+UeR3D5R9jJ6gqyg3GLZ799yZtylK2V0U5wQwH7HBK+hreCFg29esDAfAfHe77r54AAAAASUVORK5CYII=)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAYAAABSgIzaAAABSUlEQVQokY3Ru2tVQRTF4e9ebyEqOhxQQQLnwGATTOcDMRDTC4KlhZWNWPuobPV/sPQRsDEoWllcLAwEiY2IKSbOJGDj4yaFYhHEwnPgFF5wVb/NmrWZzRpoFetmgIsY4CBeppK/mKJhj68jpZKf4gXux7oZ/U9wfwep5K/YxOK04J4OqhBWcLoKYbYK4RfmsTvZ2X4b62ahCuHHZGf7Z3vW0WELx7CE96nkZZzCOXyOdXMJW3jQvt2HV91Xl/A4lfypndcwh9f4jhPovHmsDmPdzGAWz3snzOFZKnmSSh7jCh623nmMhziMkkr+3QvewO3+olTym5YXMB6lkt/FutmIdRORcRN3U8nrveDH1j+DI6nkra6ny7iAk3iUSt7sErFuDuAajmOvvx0bQSp5F8v+rTv4gCe4ilv0epymKoQNHMJZ3Eslf4M/cGRpY4QQBA0AAAAASUVORK5CYII=)

如式（5.5）所示，![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAARCAYAAADpPU2iAAABZ0lEQVQoka3SPWuUQRQF4GfXuLgawssqEhCdkRcsRJNGGwMBhSAEO3sFwUryA8TOysrWMlgEFBEsoj/AFFZKELVyZKYJAcH4EVBRwSKzsEXWytMMcz/OOffOdFS0IZ7HAUxjOZX8xy7o1uJZzKaSV7GKO7sVQ2dEYR5TWMfDVPJcjZ/GLxT0hwp38bkqzKFf49NYwCJu4mu3ep9KJb+uYntxD1LJm3iETdxOJf/u1qKNyrgPl7Bc7zO4jjVca0PsdWriCn7UGR6kkrdrfKF6v4H7qeRX45bx/zC61mM4ijep5C/jGoZrPYdTeIelNsRD/2yoeJlK3sJj3BrXMDF0hONtiFuYwWRVXkQPZ/Ee2902xIs4mUpeSSU/w2GstSFO4gNe4AieYr2Ly3hSGScQsILvdh50Hs/xET/3DJrmGy4MmuYTrtr52huDpjmDJRwcsf1WZR60IZ5oQ+yNDtiGuL+e/TbEDvwF2sFoaYaotiIAAAAASUVORK5CYII=) 和 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAASCAYAAABvqT8MAAABg0lEQVQoka3SzYvOURjG8c/zmyezUX7zREpxfjry0mR2ks2EpEQWKBs1FlNWVuyUf0FJysoCycJLUkqUyHJImYWpU+coszMvUZKShfOUzWPlWp3Tub/nuu/rnJ6qGLqj6GEilXzLCDW1+Dj6qeQneB9Dd3EU0KtAHwcwjjncTSXvr2d7sYjv+NrE0DW4gY/VYQZLtXgSe3AGM6nkH32cRUolf6qua3AdUsnzMXS/sDOV/HA4Q69aiqFbj5hKfl73h3AEczF054bATYzH0J3CMczW4qY6vsEFPBsVxP9Vb7iIoduMLfiQSl4dBQwfbh92Yx7nY+g2/BOoTm9TySu4j0ujgP6wI2yNoVvCFNbWlE5jVyr5cgzdNMaaGLrDmEwl30klP8VGvMY2vMKOeukJfG5wEo/qLH0E3E4lL2AajyuwPZW8MDZo2284OGjbL/78o5up5EUYtO06TA3aNmLT8urKgyaV/BLX8BNXUsnv/ppxElcxgXvDdEYqhm4WK1hOJb+A3zUvexo1NccHAAAAAElFTkSuQmCC) 同时都等于 1。因此，用计算图表示的话，如 图 5-9 所示。

在图 5-9 中，反向传播将从上游传过来的导数（本例中是 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAARCAYAAADtyJ2fAAABiUlEQVQokbXTsWtUQRAG8N/dpdBGXg6JORTe0ydKmiAIKlYGrIJahWAjFnaWgiLoP2AhCNZa+DfERlDUMkRQotHC1d3YpDAkQdQEMVhkvTwOtfODhdmZ/Xa+mZ1tyajL6iSG0QopzjT8h1CjhYWQYoR2Dh7HWEjxIZbqsrpsGx9wA5/y0ifiFWbrsjqDBZxvENsYDinOhxR/DhKvYSRLvIhOg3gCswYwVJfVaYyGFB9n3w88aJw5haeNmo9hro0eXmdnB5O4N0B8luMjmAwpbna6RfEWE92i6GECt0KKX/LBKezFercojmIaMytrq4uD0v8/Ws1NrnE3Pjdb/yf0254Ln8Z3XOoWxZuVtdVvfyO2G/ZBzIcUX+A27v4r41DDXseRuqz25BJGs5KduIN3eI9HIcWN37O6D9dDivfz9OzHy3xhD1dszelySHGjmfEC+j8C47iZ7Y+Ywhy+Dkp9grN1We3AOTwPKS7l2NXci3EsZ9nbz1GX1QGM5QYtZl8bu3Kmw7b+4yb8ApirfuZvLBMsAAAAAElFTkSuQmCC)）乘以 1，然 后传向下游。也就是说， 因为加法节点的反向传播只乘以 1，所以输入的值

会原封不动地流向下一个节点。

5.3 反向传播 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **131**

|  |  |
| --- | --- |
| z  +  x      y | + |

图 **5**-**9** 加法节点的反向传播：左图是正向传播，右图是反向传播。如右图的反向传播所示， 加法节点的反向传播将上游的值原封不动地输出到下游

另外，本例中把从上游传过来的导数的值设为 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAARCAYAAADtyJ2fAAABeUlEQVQokc3STYvOURgG8N/zeDJJaRayPX9zymQ1U0NEahCJZjMrZcEXsLCx9glsKAvZmLWyoAhJURaSssDi6JyFl4UsMBpmwsL5j9MUa/fm3C/Xdb+croFqMXQT2I6XqeTU5McwxADLqeRlNSGGbhJ7U8k3sS+Gbqc/FvAEJ7ClT47q+x2PYujGcRW3cajWXmOYSr7cNFsl7sAmvMI2bGgwM3hqjQ1j6KYwl0q+kkp+iHW402Bm8aC5eWt/4yzuNcADON/E+3tiDN0I8/2q13A2hq5gGhdTyZ8r8DgiZmLo9uBIxRs0ncbxMZX8Y+09/4cNeieGbj3m8A0TuJBK/vk34rDx5/AhlXzDbwGc+9fEUePfx+EYumN4j1XZxdCdxHMsIqWSV3qtbsQlXK96PYo3tTaNdziIXanklXbV07ibSl6q8WZVBKnkZ1jCYyysvfEtVuqEKSymkl/U+BR2YwxnemL7q/O10ZdU8q2aG2ESX+v6C6nkT/ALFIR2FjyrtOkAAAAASUVORK5CYII=)。这是因为，如图5-10 所示，我们假定了一个最终输出值为L 的大型计算图。z = x + y 的计算位于 这个大型计算图的某个地方，从上游会传来 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAARCAYAAAAG/yacAAABjElEQVQokb3Tz4vNURjH8de97oI09XXLjybme/StkSQLWUlDSSJKsxgLCxsWyt6fYGWlWMyoiaUNGdmiJrJRspnpcI4FszL3aqZG1Ngc03dDVj6r8/Q878/neRano6ipQ4U9+BBzWvUXbSrAPkxgEVf7VbWwPByslt6RflXN9avqZ7+qlpaHg5Vugft4E3P6hBncbBm/RzfmNBNz+gK90tiG8aYO49iFqgUdxXx7vW5Th0O4EHOajTnNFeh1a+YEnrdu39HFRTxuDR3E7VY98Rtq6tDFZA+PcLapw1ucx72Y00pThw4msReHmzpsKQH3O8VhJ8awEHMatlYZQaeVuo4V/00b0U0dejiHH9gcc3r4J6jbel/Dx5jTE6w1dZj6F2gao00dzuAzTre2ONnUYXtTh90bUFOHrbiD+ZjTU1zB19I7hoDrON5OuoFnMadBqXu4CzGnl3iHFzGnB21oHUvFeT++xZwWS30JB5CaOlymfI1+Vb3CqX5VjWE05nSrACNl5jumML08HKz9Amh+eaEV2HkxAAAAAElFTkSuQmCC) 的值，并向下游传递 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAARCAYAAAAG/yacAAABjklEQVQokbXTz4vOURQG8M/7GiaF+fYSC4v7nS6lRmMh1JTITimZhaytmI2thSylZGdpYWGFlDLJX0CzsBCj1K17szGrmXeUGT/HYu6rN1EsnNXpdJ77POec51IjhjbG0O71F7GhAs7jPcZ6TTO92F+aq/VOr2mu9Jrmcq9p+ov9pbfQreCvqeT5VPIcdsTQHoJU8ho+4Ekq+fGAaSSGdhTbY2hPV+Y9aIbUHMfVYXld3MCzVPKjVPJDHMHLKq+LCbwamn1nFydSyc9rYT/up5IXas8kXleZYmj3YXIET2Nop/ARZ3C9NoxjBssxtKewCxdxuFMbDuBbKnlYxkZs/mXbX1LJK787w/+JzpCco9iG3biTSv78J1C3AsZxLJU8i3u4+S9MY5jH3VTyVAxtx/px31UVK6nkNwOma/hUrTKBXn1rGi+sG2AVl1i30UHE6rsB++2az6aSV2NoR1PJ87gwmOm7dYeLod2Ec7hVQTP1uyzE0HZjaE/+nCmG9mzNt+BBKrk/VF/GVqxV5pUfX6OHAfExyjwAAAAASUVORK5CYII=) 和 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAATCAYAAABPwleqAAABtUlEQVQ4jaXTO2tVQRQF4O/e3CYqeLygoiDnhGMTIREfSATBpLFXNOCrzA8QbAPWNjYK/gALtQkopvBBUCxUBMEHQnBkplBExCREVEJ8FDkXTq7GIu5q1t5rzV4zs6ehFmVeDGIb5kOKD2r5zdiEBj6EFD9Cs0box1BI8RaaZV6cqO27gEvoq9aWifEe98q82IuHGKvV5qrON0KKs51kq0YYxXfcwWmsr9UG8TKk+Kt+zFZleTeGQ4onK/wNEzXeMO7XjrgD0x3b/XhcIx/BhRoe6YjLvOjF0ZDiYsf2BMbLvBjFFpwLKX6pyIexFgOVw/2Y9L/RKPOiB1dXoX3Xwk9cX4V4vlFH1SSNYB47cT6kuLiSutmFD+JFNWU3Mf6v1q0u/Bq7yrzI0YuycnQIG0KK18q86EMWUnxWn+0CZ0OKV0KKkxjCdJkX2/EWpyrqcUtPt8z2GctvfSsuhhTfIMdUld+HJ93ip9hYuTiG2yHFz1VtHT6VeTGAZkhxAXo6ypm52eftLGu3s2wPXoUU73Zq7Sxbg684gDgzN/vojwsLKU75e4xZ+m0/cHkFzspR5kX3s/oN69CE3K3WZYQAAAAASUVORK5CYII=) 。

|  |  |  |
| --- | --- | --- |
| x  +    y  某种计算  z  某种计算 | 某种计算 | L |

图 **5-10** 加法节点存在于某个最后输出的计算的一部分中。反向传播时，从最右边的输 出出发，局部导数从节点向节点反方向传播
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**132**

1 第 5 章 误差反向传播法

现在来看一个加法的反向传播的具体例子。假设有“10 + 5=15”这一计 算，反向传播时，从上游会传来值 1.3。用计算图表示的话，如图 5-11 所示。

|  |  |
| --- | --- |
| 10    15  +    5 | +  1.3    1.3    1.3 |

图 **5-11** 加法节点的反向传播的具体例子

因为加法节点的反向传播只是将输入信号输出到下一个节点，所以如图 5-11 所示，反向传播将 1.3 向下一个节点传递。

**5.3.2** 乘法节点的反向传播

接下来，我们看一下乘法节点的反向传播。这里我们考虑 z = xy。这个

式子的导数用式（5.6）表示。

![](data:image/png;base64,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)

（5.6）

根据式（5.6），可以像图 5-12 那样画计算图。

乘法的反向传播会将上游的值乘以正向传播时的输入信号的“翻转值” 后传递给下游。翻转值表示一种翻转关系，如图5-12 所示，正向传播时信号 是 x 的话，反向传播时则是y；正向传播时信号是y 的话，反向传播时则是x。

现在我们来看一个具体的例子。比如，假设有“10 × 5 = 50”这一计算，

反向传播时，从上游会传来值 1.3。用计算图表示的话，如图 5-13 所示。

5.3 反向传播 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **133**

|  |  |  |  |
| --- | --- | --- | --- |
| z  ×  x      y |  | × |  |
|  | |

图 **5-12** 乘法的反向传播：左图是正向传播，右图是反向传播

|  |  |
| --- | --- |
| 50 ×  10      5 | ×  1.3    6.5    13 |

图 **5-13** 乘法节点的反向传播的具体例子

因为乘法的反向传播会乘以输入信号的翻转值， 所以各自可按1.3 × 5 = 6.5 、1.3 × 10 = 13 计算。另外，加法的反向传播只是将上游的值传给下游， 并不需要正向传播的输入信号。但是，乘法的反向传播需要正向传播时的输

入信号值。因此，实现乘法节点的反向传播时，要保存正向传播的输入信号。

**5.3.3** 苹果的例子

再来思考一下本章最开始举的购买苹果的例子（2 个苹果和消费税）。这 里要解的问题是苹果的价格、苹果的个数、消费税这 3 个变量各自如何影响

最终支付的金额。这个问题相当于求“支付金额关于苹果的价格的导数”“支

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAAMUlEQVRIie3VQQkAIBAAwTOJgv0jCV4STeDDlyAzCfa3EQDAV0qvbb2OAADORs6rX2+fuAVjjm6DtQAAAABJRU5ErkJggg==)
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付金额关于苹果的个数的导数”“支付金额关于消费税的导数”。用计算图的

反向传播来解的话，求解过程如图 5-14 所示。

|  |  |
| --- | --- |
| 苹果的个数  消费税 | 200  100  2.2  220  ×  ×  1.1  1  2    110  1.1 |
| 200 |

图 **5-14** 购买苹果的反向传播的例子

如前所述，乘法节点的反向传播会将输入信号翻转后传给下游。从图5-14 的结果可知，苹果的价格的导数是 2.2，苹果的个数的导数是 110，消费税的 导数是 200。这可以解释为，如果消费税和苹果的价格增加相同的值，则消 费税将对最终价格产生200 倍大小的影响，苹果的价格将产生2.2 倍大小的影响。 不过， 因为这个例子中消费税和苹果的价格的量纲不同，所以才形成了这样 的结果（消费税的 1 是 100%，苹果的价格的 1 是 1 日元）。

最后作为练习，请大家来试着解一下“购买苹果和橘子”的反向传播。

在图 5-15 中的方块中填入数字，求各个变量的导数（答案在若干页后）。

|  |  |
| --- | --- |
| 苹果的个数    橘子的个数  消费税 | 2  ×  +  150  450      650 715  200  100  ×    ×  3    1.1 |

图 **5-15** 购买苹果和橘子的反向传播的例子：在方块中填入数字，完成反向传播

![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAA2AC8DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDoviDrmr6f4K0mWPVroy6pGplwsagDYGIBVQRyR36V5j4bXV73xDaWulXz217O+ElMxQA9Tk/0716Z8SrQS/C/w7dZAaAQD6hov/rCvHYpZIZUlidkkRgyupwVI6EGgD6QsvDfiy0jjD+Mnmxguslkhz6gMTn8Tmt4abeY51u+/wC+IP8A43Xifh34v63psyR6sRqNr0YlQsqj2I4P4/nXuOk6tZ63psN/YTCW3lGVYdR6gjsR6UARf2bd/wDQbvv++IP/AI3Va6S9sLmxb+1LmdJZjG6SpFgjy3b+FAeqjvW3WXrX+t03/r6P/oqSgDgvH9jNefCDS5YgWFtHbTOB/d8vbn/x4V4bX1Zo1vDd+D9OtriNZIZbGJHRhwwMYBFfP3jvwdN4R1nYm59Pny1tKew7qfcfqMGgDlK7j4Z+L28N6+lrcy4028YJKGPEb/wv7eh9vpXD0UAfYYIIyOhrL1r/AFum/wDX0f8A0VJXD/CPxe2raa+iXspa7s1zCzHl4umPqvA+hFdxrX+t03/r6P8A6KkoAd4d/wCRZ0n/AK84f/QBRrug6f4i0x7DUYRJC3II4ZG7Mp7Gsex8TaRpng/T5JdStVeOziBUPvKkIM5VcnjFc9efEtbzSWt4bRkuLlhbrcQy/Iu7qw8wI3AyR8uMjrQByXhv4UNrU9+9zdT21lFKVtJhGGFwmWG4c+w7d6wIPhz4ju7jU4rWzEgsJDGzMwXzSOydicYPXvXuul+J9C+yeQlxDZw2yiNFnmjXgAdPmPGO9ZXhjxfoJjNv/aEP2i5uLi4c5wqAytt3MeM428daAPBNPv8AUPDetx3duWt720kIKsOhHDKw9OoIr6FsfENt4n0bRdStvl33JWSPOTG4ikyv+e2K8v8Ai3ptgNbi1nTbq1mjuxtnWGVWKyDuQD3H6g+tZ3w11p7DxNb2UsyJZTu0j+Y2ArLG4B5+uPyoA+jPLT+4v5VXm061uLq2uJIg0lsWaI9lJG0nHfgkfjRRQBm634dtdWeMeVbxs7ATzeUDI0QIyit1XOME+masadosGmXly1rtjtJgpFsFASNxkFlHbIxkeoz3NFFAE2q6NYa3p0thf26y28mNy9OhyCCOQawLL4Z+EbGTzE0iOVv+m7tIPyYkfpRRQB//2Q==)

5.4 简单层的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **135**

**5.4** 简单层的实现

本节将用 Python 实现前面的购买苹果的例子。这里，我们把要实现 的计算图的乘法节点称为“乘法层”（MulLayer），加法节点称为“加法层” （AddLayer）。

下 一 节，我们将把构建神经网络的“层”实现为 一 个类。这里所 说的“层”是神经网络中功能的单位。比如，负责 sigmoid 函数的 Sigmoid、负责矩阵乘积的Affine等，都以层为单位进行实现。因此， 这里也以层为单位来实现乘法节点和加法节点。

**5.4.1** 乘法层的实现

层的实现中有两个共通的方法（接口）forward() 和backward() 。forward()

对应正向传播， backward() 对应反向传播。

现在来实现乘法层。乘法层作为MulLayer 类，其实现过程如下所示（源 代码在ch05/layer\_naive.py 中）。

class MulLayer:

def init (self):

self.x = None

self.y = None

def forward(self, x, y):

self.x = x

self.y = y

out = x \* y

return out

def backward(self, dout):

dx = dout \* self.y # 翻转x 和 y

dy = dout \* self.x

return dx, dy
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\_\_init\_\_ () 中会初始化实例变量 x 和y，它们用于保存正向传播时的输入值。 forward() 接收 x 和y两个参数，将它们相乘后输出。backward() 将从上游传

来的导数（dout）乘以正向传播的翻转值，然后传给下游。

上面就是MulLayer 的实现。现在我们使用MulLayer 实现前面的购买苹果 的例子（2 个苹果和消费税）。上一节中我们使用计算图的正向传播和反向传播，

像图 5-16 这样进行了计算。

|  |  |
| --- | --- |
| 苹果的个数  消费税 | 220  200  ×  100  2.2  ×  1  1.1  2    110  1.1 |
| 200 |

图 **5-16** 购买 **2** 个苹果

使用这个乘法层的话，图 5-16 的正向传播可以像下面这样实现（源代码 在ch05/buy\_apple.py 中）。

apple = 100

apple\_num = 2

tax = 1.1

# layer

mul\_apple\_layer = MulLayer()

mul\_tax\_layer = MulLayer()

# forward

apple\_price = mul\_apple\_layer.forward(apple, apple\_num)

price = mul\_tax\_layer.forward(apple\_price, tax)

print(price) # 220

此外，关于各个变量的导数可由backward() 求出。

5.4 简单层的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **137**

# backward

dprice = 1

dapple\_price, dtax = mul\_tax\_layer.backward(dprice)

dapple, dapple\_num = mul\_apple\_layer.backward(dapple\_price)

print(dapple, dapple\_num, dtax) # 2.2 110 200

这里，调用backward() 的顺序与调用forward() 的顺序相反。此外，要注 意backward() 的参数中需要输入“关于正向传播时的输出变量的导数”。比如， mul\_apple\_layer 乘法层在正向传播时会输出apple\_price，在反向传播时， 则 会将apple\_price 的导数dapple\_price 设为参数。另外，这个程序的运行结果

和图 5-16 是一致的。

**5.4.2** 加法层的实现

接下来，我们实现加法节点的加法层，如下所示。

class AddLayer:

def init (self):

pass

def forward(self, x, y):

out = x + y

return out

def backward(self, dout):

dx = dout \* 1

dy = dout \* 1

return dx, dy

加法层不需要特意进行初始化，所以 \_\_init\_\_ () 中什么也不运行（pass 语句表示“什么也不运行”）。加法层的forward() 接收 x 和y两个参数，将它

们相加后输出。backward() 将上游传来的导数（dout）原封不动地传递给下游。

现在，我们使用加法层和乘法层，实现图 5-17 所示的购买 2 个苹果和 3

个橘子的例子。
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|  |  |
| --- | --- |
| 苹果的个数      橘子的个数  消费税 | 2  ×  +  ×  1.1  ×    110  100  200    2.2  1.1  650 715    150  1  450      3.3  1.1  3    165  1.1    650 |

图 **5-17** 购买 **2** 个苹果和 **3** 个橘子

用 Python 实现图 5-17 的计算图的过程如下所示（源代码在ch05/buy\_ apple\_orange.py 中）。

apple = 100

apple\_num = 2

orange = 150

orange\_num = 3

tax = 1.1

# layer

mul\_apple\_layer = MulLayer()

mul\_orange\_layer = MulLayer()

add\_apple\_orange\_layer = AddLayer()

mul\_tax\_layer = MulLayer()

# forward

apple\_price = mul\_apple\_layer.forward(apple, apple\_num) #(1)

orange\_price = mul\_orange\_layer.forward(orange, orange\_num) #(2)

all\_price = add\_apple\_orange\_layer.forward(apple\_price, orange\_price) #(3) price = mul\_tax\_layer.forward(all\_price, tax) #(4)

# backward

dprice = 1

dall\_price, dtax = mul\_tax\_layer.backward(dprice) #(4)

dapple\_price, dorange\_price = add\_apple\_orange\_layer.backward(dall\_price) #(3) dorange, dorange\_num = mul\_orange\_layer.backward(dorange\_price) #(2)

dapple, dapple\_num = mul\_apple\_layer.backward(dapple\_price) #(1)

print(price) # 715

print(dapple\_num, dapple, dorange, dorange\_num, dtax) # 110 2.2 3.3 165 650
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这个实现稍微有一点长，但是每一条命令都很简单。首先，生成必要的 层，以合适的顺序调用正向传播的forward() 方法。然后，用与正向传播相

反的顺序调用反向传播的backward() 方法，就可以求出想要的导数。

综上，计算图中层的实现（这里是加法层和乘法层）非常简单，使用这

些层可以进行复杂的导数计算。下面，我们来实现神经网络中使用的层。

**5.5** 激活函数层的实现

现在，我们将计算图的思路应用到神经网络中。这里，我们把构成神经

网络的层实现为一个类。先来实现激活函数的 ReLU 层和Sigmoid 层。

**5.5.1** ReLU 层

激活函数ReLU（Rectified Linear Unit）由下式（5.7）表示。
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（5.7）

通过式（5.7），可以求出 y 关于 x 的导数，如式（5.8）所示。
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（5.8）

在式（5.8）中，如果正向传播时的输入 x 大于 0，则反向传播会将上游的 值原封不动地传给下游。反过来，如果正向传播时的 x 小于等于 0，则反向 传播中传给下游的信号将停在此处。用计算图表示的话，如图 5-18 所示。

现在我们来实现 ReLU 层。在神经网络的层的实现中，一般假定forward() 和backward() 的参数是NumPy 数组。另外，实现 ReLU 层的源代码在common/ layers.py 中。
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|  |  |  |  |
| --- | --- | --- | --- |
| x y   |  | | --- | | x > 0 时 |   relu | x y   |  | | --- | | x < 0 时 |   relu  0 |

图 **5-18 ReLU** 层的计算图

class Relu:

def init (self):

self.mask = None

def forward(self, x):

self.mask = (x <= 0)

out = x.copy()

out[self.mask] = 0

return out

def backward(self, dout):

dout[self.mask] = 0

dx = dout

return dx

Relu 类有实例变量mask。这个变量mask 是由True/False 构成的NumPy 数 组，它会把正向传播时的输入 x 的元素中小于等于 0 的地方保存为True ，其 他地方（大于 0 的元素）保存为False。如下例所示，mask 变量保存了由True/

False 构成的NumPy 数组。

>>> **x = np.array( [[1.0, -0.5], [-2.0, 3.0]] )**

>>> **print(x)**

[[ 1. -0.5]

[-2 . 3. ]]

>>> **mask = (x <= 0)**

>>> **print(mask)**

[[False True]

[ True False]]

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfYAAAACCAYAAACqn/4HAAAASklEQVRIie3KsQmAMBRAwSc4g2CVQCaxdwKHtk4j6ARCqpSO4K9SvatvKikf/Duv564l5RXYAl+SJI3XZ2APxBeowBL8kiRpvPYB8m8KISJD1hUAAAAASUVORK5CYII=)![](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wBDAAgGBgcGBQgHBwcJCQgKDBQNDAsLDBkSEw8UHRofHh0aHBwgJC4nICIsIxwcKDcpLDAxNDQ0Hyc5PTgyPC4zNDL/2wBDAQkJCQwLDBgNDRgyIRwhMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjIyMjL/wAARCAA2AC8DASIAAhEBAxEB/8QAHwAAAQUBAQEBAQEAAAAAAAAAAAECAwQFBgcICQoL/8QAtRAAAgEDAwIEAwUFBAQAAAF9AQIDAAQRBRIhMUEGE1FhByJxFDKBkaEII0KxwRVS0fAkM2JyggkKFhcYGRolJicoKSo0NTY3ODk6Q0RFRkdISUpTVFVWV1hZWmNkZWZnaGlqc3R1dnd4eXqDhIWGh4iJipKTlJWWl5iZmqKjpKWmp6ipqrKztLW2t7i5usLDxMXGx8jJytLT1NXW19jZ2uHi4+Tl5ufo6erx8vP09fb3+Pn6/8QAHwEAAwEBAQEBAQEBAQAAAAAAAAECAwQFBgcICQoL/8QAtREAAgECBAQDBAcFBAQAAQJ3AAECAxEEBSExBhJBUQdhcRMiMoEIFEKRobHBCSMzUvAVYnLRChYkNOEl8RcYGRomJygpKjU2Nzg5OkNERUZHSElKU1RVVldYWVpjZGVmZ2hpanN0dXZ3eHl6goOEhYaHiImKkpOUlZaXmJmaoqOkpaanqKmqsrO0tba3uLm6wsPExcbHyMnK0tPU1dbX2Nna4uPk5ebn6Onq8vP09fb3+Pn6/9oADAMBAAIRAxEAPwDoviDrmr6f4K0mWPVroy6pGplwsagDYGIBVQRyR36V5j4bXV73xDaWulXz217O+ElMxQA9Tk/0716Z8SrQS/C/w7dZAaAQD6hov/rCvHYpZIZUlidkkRgyupwVI6EGgD6QsvDfiy0jjD+Mnmxguslkhz6gMTn8Tmt4abeY51u+/wC+IP8A43Xifh34v63psyR6sRqNr0YlQsqj2I4P4/nXuOk6tZ63psN/YTCW3lGVYdR6gjsR6UARf2bd/wDQbvv++IP/AI3Va6S9sLmxb+1LmdJZjG6SpFgjy3b+FAeqjvW3WXrX+t03/r6P/oqSgDgvH9jNefCDS5YgWFtHbTOB/d8vbn/x4V4bX1Zo1vDd+D9OtriNZIZbGJHRhwwMYBFfP3jvwdN4R1nYm59Pny1tKew7qfcfqMGgDlK7j4Z+L28N6+lrcy4028YJKGPEb/wv7eh9vpXD0UAfYYIIyOhrL1r/AFum/wDX0f8A0VJXD/CPxe2raa+iXspa7s1zCzHl4umPqvA+hFdxrX+t03/r6P8A6KkoAd4d/wCRZ0n/AK84f/QBRrug6f4i0x7DUYRJC3II4ZG7Mp7Gsex8TaRpng/T5JdStVeOziBUPvKkIM5VcnjFc9efEtbzSWt4bRkuLlhbrcQy/Iu7qw8wI3AyR8uMjrQByXhv4UNrU9+9zdT21lFKVtJhGGFwmWG4c+w7d6wIPhz4ju7jU4rWzEgsJDGzMwXzSOydicYPXvXuul+J9C+yeQlxDZw2yiNFnmjXgAdPmPGO9ZXhjxfoJjNv/aEP2i5uLi4c5wqAytt3MeM428daAPBNPv8AUPDetx3duWt720kIKsOhHDKw9OoIr6FsfENt4n0bRdStvl33JWSPOTG4ikyv+e2K8v8Ai3ptgNbi1nTbq1mjuxtnWGVWKyDuQD3H6g+tZ3w11p7DxNb2UsyJZTu0j+Y2ArLG4B5+uPyoA+jPLT+4v5VXm061uLq2uJIg0lsWaI9lJG0nHfgkfjRRQBm634dtdWeMeVbxs7ATzeUDI0QIyit1XOME+masadosGmXly1rtjtJgpFsFASNxkFlHbIxkeoz3NFFAE2q6NYa3p0thf26y28mNy9OhyCCOQawLL4Z+EbGTzE0iOVv+m7tIPyYkfpRRQB//2Q==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAF8AAAASCAYAAAA9igJHAAADiElEQVRYhe2YTWhdVRDHf3lNA4mVvqaCCrYzeoJCkRZr0YKU+BGqLkTBRLIoLhSqG6UtSKUuzEJcWKxQ7EKh+JVFqqJIq2JVip8EUxQtBZWOzrGIi1JfoqSmKImLex65PPXxGu7rS4h/eJw5c8+Z+XPunJm5D4Ag2hZEe4NoJwlBtJv/0VSU0ngvMA3sAQiiK4H3W0VqsaAURC8ADFgL/JL0vcBoy1gtEpQs+qRF/5Qs+oeT/ibgSOtoLQ6UAIJoB7DCov+Q9L3ARy1jtUjQnsZpYCKIloA7ASz6qZaxmicIosuB9Ra9kCwQRBXosOjfw2zBnQEG0u9q4HARzv6DQFsQ3RJElzXLR4HYQYG1z6I7cFsQXQ2zh3+ArOC+CWwA9hXlMI8gegOwFXgG6Gpwz93N4NKA337gC4v+R8GmXwGGYPbwX0zyNmCrRf+xYIcAWPTPLPpzwNQ5bNvYDC4N4AHg3aKNWvQK8HsQ7WlPikNFOzmfCKJdZIFzAlgD7AUU6AeWAo8DfcAtwDtkLfUO4GvgNHAhcMaiv5DsrQR+tejTc+CyFBgElgFfAVcAlwL7Lfp4WjYK9JX+3cSCw37gc4v+KvA6sNeif5n0fUAHUAaGLfp7Fv0b4DvgSov+skXfB/QF0YeTvQ3AsTlyGQDeAA4CI0neTPaCqzgGrGv/597WIogOAtfmVL1BdHduXrHoT+bWl8kifCSI3pHUawAsugXRXcAhYMiij+XszACemz8NvEZ2a8rA2RpeG4F69eeART8KfGLRJ1N9O2LRp4Bba9ZOAhfNu8O36CNkEQNAEN1t0R+ps2UJ8KdFfyunO5iTq6llE/BBHTt/MdsEnCFLV3leozTQ+Vj0k0ncRPpWCqKdNYW7HZha8GnHop8GPgyiN1Z1qVMhtbODwF3A2tzNqCLf7g4CLyX5W+Dic+USRLuC6J40vR04muT+mqWrgePnNfKD6DVk3ctPwP1BdMyi14vGRrEF2BVEe8huwsfp2j8EjFn0mSB6GNgeRJdb9OrfKFcF0XuAFWn+WBoNWDcHHp3AZUH0PuB5YHMQvY6syOdxM03opApHEB1qkt1Hg+jOOs+fCKKXN8n3cBBtm/dpx6IPFW0zpaNVwKo6X9pPAQ82wfcA8KxFn1lStPGFgO5y+RLgZ+A4MFWZGP+tdk1lYvxsd7ns3eXy9ZWJ8RNF+A2iAvRY9LcB/gaZrBZbuVnSgAAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFUAAAAECAYAAAD/J3MIAAAAZ0lEQVQ4jWNUlldQYmBg8GHAD1beffjgJQE1owAKWBgYGJ4yMDCsJ6DuHTZBZXkFdwYGBmFqO2qIg68sdx8++MnAwPCYTANsGRgYlKjooOEA3jAqyytoMTAwJBFQOPHuwwfkBvyIAwA1mxQD5VTzdAAAAABJRU5ErkJggg==)
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如图 5-18 所示，如果正向传播时的输入值小于等于0，则反向传播的值为 0。 因此，反向传播中会使用正向传播时保存的mask，将从上游传来的dout 的

mask 中的元素为True 的地方设为 0。

ReLU 层的作用就像电路中的开关一样。正向传播时，有电流通过 的话，就将开关设为 ON；没有电流通过的话，就将开关设为 OFF。 反向传播时，开关为 ON 的话， 电流会直接通过；开关为 OFF 的话， 则不会有电流通过。

**5.5.2** Sigmoid 层

接下来，我们来实现sigmoid 函数。sigmoid 函数由式（5.9）表示。
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（5.9）

用计算图表示式（5.9）的话，则如图 5-19 所示。

|  |
| --- |
| y  x −x exp(−x) 1+exp(−x) 1+exp(−x)  exp  +  ×    1  /  −1  1 |

图 **5-19 sigmoid**层的计算图（仅正向传播）

图 5-19 中，除了“×”和“+”节点外，还出现了新的“exp”和“/”节点。 “exp”节点会进行 y = exp(x) 的计算，“/”节点会进行![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAARCAYAAAC8XK78AAABkElEQVRIie3UPYsTURjF8V+yAQVRhoBaCN6B26jgsjYidsKqWAi+YOdHsNBCxUKwFfwCFoJY2CsWwtaKKMLCNmtxdcYIKsImAdlmJVpkAoskgUiSytPMzDPPPf/DM3cuc1YM+UIM+d7Bc2PO8OO4gA08gPo8A6SyeIvXqA1qcw0wTP8DLEAM+flmll1uZtl6u9vZjCE/3Myyk+1u58M0YTHkS1jCzmaW1drdzudGDPkxfMIZnMALXEUaYnC66hulHu6ksugNe5nKYhWr22sN/MA3nMPtqn4Kj4YYrGBlTICJ1Uhl8SWGfBlvUllsxpDvwr5UFh//bo4hP4JDY/x+49moCQwNUF0PYL26X8arEf1dfB3j15sETnUgxJDvxz398d7Ew1QWjycx+lc1YsjruIJrVaC7eD4LWAz5JTSxhd14WccenNX/JW/heiqLjRnAF/Un/L1ivsPPwSc4ioj3qSxa04ZXjMH5fx9PUOJXA1JZrGFtFuBtuqG/gRexAxfxtDZ2yRRV7bWDaCGglcpi6w8q0nBX0HXj/AAAAABJRU5ErkJggg==) 的计算。

如图 5-19 所示，式（5.9）的计算由局部计算的传播构成。下面我们就来 进行图 5-19 的计算图的反向传播。这里，作为总结，我们来依次看一下反向

传播的流程。
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步骤**1**

“/”节点表示![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACAAAAAQCAYAAAB3AH1ZAAABjUlEQVRIic3TvWtUQRQF8N9+QMAiPFY0ISlmZMAiGEGwtxRJK6RJbGzFTuzt/RusrMRO1N5FtFJiGR+8BwYWBXfXBEHB1WLfYsgHm8ju4oEp5p7LOWfmztTMECnEOi5iNS+LJ1CfZQCkKsDaqDDTAHlZbOPD/tqsb+AQ/o8AKcRaCnFp2mYpxDO4gLMpxEVoVtxttFKIO3lZPE4hruJ+XhYbBwQWcWWMz6u8LPaO4eaxiwdYRqeZQlzBa9zC56rxOt4fITDAzzEBjkVeFh10DhEpxHoKcTuFOF/tn6UQr/6r0WkwGsEKPuZl8S2F2MAq3h0R9DI2x2g+rE56qgA/qgUb2MrL4tfB5rwstnDvpOInQQO6/d7XVpZ9b2XZJdxAu9vvvZ2kEaQQm60sW+j2e3spxKVuv7dbq4gXuItPeImbeVl8mbD5HNaxgzt4jtpoBG3Dd7CJ9UmbV5jDU3/f1yMMavsS1vOyGEzBeKS/jHOGI35j+M3PN0YN3X7v97TMoZVlEdfQRwsLeVm0/wBPB3MyxgSCZAAAAABJRU5ErkJggg==) ，它的导数可以解析性地表示为下式。

（5.10）

根据式（5.10），反向传播时，会将上游的值乘以−y2（正向传播的输出的 平方乘以−1 后的值）后，再传给下游。计算图如下所示。

exp(−x) 1+exp(−x) y

x −x
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−1

1

步骤**2**

“+”节点将上游的值原封不动地传给下游。计算图如下所示。

x −x exp(−x) 1+exp(−x) y

/
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−1 1

步骤**3**

“exp”节点表示 y = exp(x)，它的导数由下式表示。
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计算图中，上游的值乘以正向传播时的输出（这个例子中是exp(−x)）后， 再传给下游。
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步骤**4**

“ ×”节点将正向传播时的值翻转后做乘法运算。因此，这里要乘以−1。

|  |
| --- |
| x  y  1+exp(−x)  −x exp(−x)  exp    exp(−x)  /  +  exp(−x)  −1  1 |

图 **5-20 Sigmoid**层的计算图
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|  |
| --- |
| x  y    exp(−x) |

图 **5-21 Sigmoid**层的计算图（简洁版）

图 5-20 的计算图和简洁版的图5-21 的计算图的计算结果是相同的，但是， 简洁版的计算图可以省略反向传播中的计算过程，因此计算效率更高。此外， 通过对节点进行集约化，可以不用在意Sigmoid 层中琐碎的细节，而只需要 专注它的输入和输出，这一点也很重要。
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（5.12）
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因此，图 5-21 所表示的Sigmoid 层的反向传播，只根据正向传播的输出 就能计算出来。

|  |
| --- |
| y  x    (1 − y) |

图 **5-22 Sigmoid**层的计算图：可以根据正向传播的输出 **y**计算反向传播

现在，我们用Python 实现Sigmoid 层。参考图5-22，可以像下面这样实 现（实现的代码在common/layers.py 中）。

class Sigmoid:

def init (self):

self.out = None

def forward(self, x):

out = 1 / (1 + np.exp(-x))

self.out = out

return out

def backward(self, dout):

dx = dout \* (1.0 - self.out) \* self.out

return dx

这个实现中，正向传播时将输出保存在了实例变量out 中。然后，反向

传播时，使用该变量out 进行计算。

**5.6** Affine/Softmax层的实现

**5.6.1** Affine 层

神经网络的正向传播中，为了计算加权信号的总和，使用了矩阵的乘 积运算（NumPy 中是np.dot()，具体请参照 3.3 节）。比如，还记得我们用 Python 进行了下面的实现吗？

5.6 Affine/Softmax 层的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **145**

>>> **X = np.random. rand(2)** # 输入

>>> **W = np.random. rand(2,3)** # 权重

>>> **B = np.random. rand(3)** # 偏置

>>>

>>> **X.shape** # (2,)

>>> **W.shape** # (2, 3)

>>> **B.shape** # (3,)

>>>

>>> **Y = np.dot(X, W) + B**

这里， **X** 、**W**、**B** 分别是形状为(2,) 、(2, 3) 、(3,) 的多维数组。这样一 来，神经元的加权和可以用 Y = np.dot(X, W) + B 计算出来。然后，**Y** 经过 激活函数转换后，传递给下一层。这就是神经网络正向传播的流程。此外， 我们来复习一下，矩阵的乘积运算的要点是使对应维度的元素个数一致。比 如，如下面的图 5-23 所示，**X**和**W** 的乘积必须使对应维度的元素个数一致。 另外，这里矩阵的形状用 (2, 3) 这样的括号表示（为了和 NumPy 的shape 属 性的输出一致）。

|  |
| --- |
| **X** · **W = O**  (2,) (2, 3) (3,)  保持一致 |

图 **5-23** 矩阵的乘积运算中对应维度的元素个数要保持一致

神经网络的正向传播中进行的矩阵的乘积运算在几何学领域被称为“仿 射变换”① 。因此，这里将进行仿射变换的处理实现为“Affine 层”。
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现在将这里进行的求矩阵的乘积与偏置的和的运算用计算图表示出来。 将乘积运算用“dot”节点表示的话，则np.dot(X, W) + B的运算可用图 5-24 所示的计算图表示出来。另外，在各个变量的上方标记了它们的形状（比如， 计算图上显示了**X**的形状为(2,) ，**X** ·**W**的形状为(3,) 等）。

① 几何中，仿射变换包括一次线性变换和一次平移，分别对应神经网络的加权和运算与加偏置运算。

——译者注
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**146**

1 第 5 章 误差反向传播法

|  |
| --- |
| (2,)  +  **X**  (3,)  (3,)  **Y**  dot  **X**  **W**  (2, 3)  **W**  (3,)  **B** |

图 **5-24 Aﬃne** 层的计算图（注意变量是矩阵，各个变量的上方标记了该变量的形状）

图 5-24 是比较简单的计算图，不过要注意**X**、**W**、**B**是矩阵（多维数组）。 之前我们见到的计算图中各个节点间流动的是标量，而这个例子中各个节点 间传播的是矩阵。

现在我们来考虑图 5-24 的计算图的反向传播。以矩阵为对象的反向传播， 按矩阵的各个元素进行计算时，步骤和以标量为对象的计算图相同。实际写

一下的话，可以得到下式（这里省略了式（5.13）的推导过程）。
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（5.13）

式（5.13）中**W**T 的T 表示转置。转置操作会把**W**的元素(i, j) 换成元素 (j, i)。用数学式表示的话，可以写成下面这样。

|  |  |  |
| --- | --- | --- |
|  | 21 | 012  22 |
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（5.14）
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如式（5.14）所示，如果**W**的形状是(2, 3) ，**W**T 的形状就是(3, 2)。

现在，我们根据式（5.13），尝试写出计算图的反向传播，如图 5-25 所示。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| |  | | --- | | 1 | | (2,) (3,) (3, 2) | |  | | --- | | (2,)  (3,)  **Y**  (3,)  **X** ・ **W**  1  +  (2, 3)  (3,)  (3,)  **X**  dot    **W**  2  (3,)  **B** | |  | | (3,) | |
| |  | | --- | | 2 |   (2, 3) (2, 1) (1, 3) | |

图 **5-25 Aﬃne**层的反向传播：注意变量是多维数组。反向传播时各个变量的下方标记了 该变量的形状

我们看一下图 2-25 的计算图中各个变量的形状。尤其要注意，**X**和

形状相同，**W**和

形状相同。

形状相同。从下面的数学式可以很明确地看出 **X**和

（5.15）

为什么要注意矩阵的形状呢？ 因为矩阵的乘积运算要求对应维度的元素

个数保持一致，通过确认一致性，就可以导出式（5.13）。比如，

的形状是

(3,) ，**W**的形状是(2, 3) 时， 思考

和**W**T 的乘积， 使得

的形状为(2,)

（图 5-26）。这样一来，就会自然而然地推导出式（5.13）。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAAMUlEQVRIie3VQQkAIBAAwTOJgv0jCV4STeDDlyAzCfa3EQDAV0qvbb2OAADORs6rX2+fuAVjjm6DtQAAAABJRU5ErkJggg==)
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|  |  |  |
| --- | --- | --- |
| 1 | WT =  .  8Y OX  (3,) (3, 2) (2,) | (2,)  1  **X**  (3,)  **X** ・ **W**  dot  (2, 3)  **W**  8Y  (3,) |

图 **5-26** 矩阵的乘积（“**dot**”节点）的反向传播可以通过组建使矩阵对应维度的元素个数一 致的乘积运算而推导出来

**5.6.2** 批版本的 Affine 层

前面介绍的Affine 层的输入**X**是以单个数据为对象的。现在我们考虑 N 个数据一起进行正向传播的情况，也就是批版本的Affine 层。

先给出批版本的Affine 层的计算图，如图 5-27 所示。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1  2  3 | = . WT  (N, 2) (N, 3) (3, 2)      XT ·  (2, 3) (2, N) (N, 3) | | | (N, 2)  1  **X**  (N, 3)  (N, 3)  **Y**  **X** ・ **W**  dot  +  (2, 3)  **W**  8Y  (N, 3)  2  (N, 3)  (3,)  **B** |
|  | |  | | --- | |  | |  | | 3  的第一个轴（第0轴）方向上的和 | |
| (3) (N, 3) | | | |

图 **5-27** 批版本的 **Aﬃne**层的计算图

5.6 Affine/Softmax 层的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **149**

与刚刚不同的是，现在输入**X**的形状是(N, 2)。之后就和前面一样，在 计算图上进行单纯的矩阵计算。反向传播时，如果注意矩阵的形状，就可以

和前面一样推导出 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABEAAAARCAYAAAA7bUf6AAABxklEQVQ4jcXUTYhPURgG8N98mJTwnz8NFrqXW0qUaEgWGmVn0kRoGjvZWbDGzoaN0ig7C1s1RRNJIVs75COHc9Sw8DXyMSHG4n9m3Jkm2Xk29573fc/zPu957rltaqiKcj76MYHVGA4pTubcFuzBE1wPKb6e2tduJgbwKqQ4its4Xsvdw0BI8WKdADpnkdzEzqoou/EOvbXcBtw3B6aVVEW5COcxkpXswlittg93/kqCYxgNKX7L6yU4W8vvqJNURblvrnHG8CsXbMabkOKzvO7CWjyoirIDg1g8tbGtLqsqyr359VNI8UaOtWEoN/yOeXmCkZDi+Fzj/T9Mj1MVZS+WIYQUH9fiC9GjdV4/Q4ovq6JsohuTeNueC/uwNFu7vSrKTbVGBY7iOY7k2H7czc/lbZlkFX6gA1+1PvcDdclVUV7BepzAYRwMKY7xx+LdWhY/0nJihmsZhxBwCutCihNTifaqKPuxIqR4OaT4MKsZnaWiC2dwFWVuOo12bMWtXNyJjbhUI+jJpNdCikMYxoWqKFdO1XQ0G40XGGw2Ggu07su5kOL7THA6H+aXkOJJaDYaBdZgW7PR+Pzh4/jTuuTZv4V/xm/VB42y72HPSQAAAABJRU5ErkJggg==) 和 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAARCAYAAAAyhueAAAACFklEQVQ4jdXTP2iWVxQG8F/+VKsQfP1iO2nuS1+tQ0MXM9k2loJd66AOTgXBobOIFsXVBtpNXMRBELRkaCFV6aRTJwfTCv7hwr2I4tCQREElGuPw3tiP9Ivg6Jnuec65D+c855w+PawJ9RC+xXOMxJzOdMW+xHf4G3/EnGZ6cfQiPdSEerS8dzWh/qErtq4J9fTb/g+ugk/hqybUI3iBsa7YTvz1NtL+HlV+jJ8wGXO6jD140JXyNa6/Eyl+xKWY02Lxh3B6NdIm1PtWEvRq/yFelQ/f4GbM6VHxhzAcc3rQhHoQh/B4JUHfSqAJdT/2a7WciTldK/iH2IcBLOCD0unFmNOzHsW9B/am/SbUG/GFVs8rMael0vJmLGKhaFlhGEt4HHP6twn1BmwqVKl7+kdiTlPaSzlWsI/wC25gR8E+wW/4HduWa8KfWs3XdpNONqEOmMHWJtQh5nQfF7RrdbXkPccWLMWclo8g4FzM6VTM6Wl/af1T7ZJvwG587r8dvqVdve1NqAcwgZPLfhPqYRzUHgzoL/t2FhMxp+lS0RrkknMXL/EZDuM8rpWcrfgZR2NOL9+QYh1exJyeFOx7HI85vYKY0wLuYS9GY06/4rZ2eCdwJ+b0T5eMBmbn5xY6VTXSqarQqaoxPIs5TXYndapqHOPYMzs/93R2fm6xU1UHsB4HZ+fnlvSyckmrxfpWxgv2v4uE1zNfsNvyFRgNAAAAAElFTkSuQmCC) 。

加上偏置时，需要特别注意。正向传播时，偏置被加到**X** · **W**的各个 数据上。比如， N = 2（数据为 2 个）时，偏置会被分别加到这 2 个数据（各自 的计算结果）上，具体的例子如下所示。

>>> **X\_dot\_W = np.array([[0, 0, 0], [10, 10, 10]])**

>>> **B = np.array([1, 2, 3])**

>>>

>>> **X\_dot\_W**

array([[ 0, 0, 0],

[ 10, 10, 10]])

>>> **X\_dot\_W + B**

array([[ 1, 2, 3],

[11, 12, 13]])

正向传播时，偏置会被加到每一个数据（第 1 个、第 2 个……）上。因此， 反向传播时，各个数据的反向传播的值需要汇总为偏置的元素。用代码表示

的话，如下所示。

>>> **dY = np.array([[1, 2, 3,], [4, 5, 6]])**

>>> **dY**

array([[1, 2, 3],

[4, 5, 6]])

>>>

>>> **dB = np.sum(dY, axis=0)**

>>> **dB**

array([5, 7, 9])

这个例子中，假定数据有 2 个（N = 2）。偏置的反向传播会对这 2 个数据 的导数按元素进行求和。因此，这里使用了 np.sum() 对第 0 轴（以数据为单

位的轴， axis=0）方向上的元素进行求和。

综上所述，Affine 的实现如下所示。另外，common/layers.py 中的Affine

的实现考虑了输入数据为张量（四维数据）的情况，与这里介绍的稍有差别。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAAMUlEQVRIie3VQQkAIBAAwTOJgv0jCV4STeDDlyAzCfa3EQDAV0qvbb2OAADORs6rX2+fuAVjjm6DtQAAAABJRU5ErkJggg==)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAAgCAYAAADqgqNBAAABaklEQVRIicXXvyuFcRTH8feVv4EyKIO6FpOyWPwK3aJ0H3meRQZKme5gwCADoSSSFAo5R44sd/C3sCmDQQZJkmS4Txa/7vU89/s9++nVOXXqc8BTiVo24wFtBq6BI6e4qNUDd8BVFAbZGpc4sAocA3mnqqgdiNqcUzSGd0VtwQe8JWpLPuB1UVvzAS+L2qYPeFHUdnzA86K25wOeEbVDH3BB1E58wNOiduYDnhS1Cx/wmKgV/9tfmwAOgVEg5xQXtTwwDvRHYfDuDBe1QWAK6E0CV4yL2gBQAHqSwhXhotYNzAKdURi8JYUByopRotYBrMTwaxpwWbiotQMbMfySFvwnLmptwHYMP6cJ/4qLWiuwH8NPacM/4qLWQilldkVh8FgN+Fs8DvWnlO74oVrwF1zUmoBzoC8Kg/tqwgCfT4OoNcZwzgUM8eSi1gAUgaEoDG5dwAAZUasDLoHhKAxuXMFQWvsEMOIaBvgAt2qUPbrbRfoAAAAASUVORK5CYII=)
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class Affine:

def init (self, W, b):

self.W = W

self.b = b

self.x = None

self.dW = None

self.db = None

def forward(self, x):

self.x = x

out = np.dot(x, self.W) + self.b

return out

def backward(self, dout):

dx = np.dot(dout, self.W.T)

self.dW = np.dot(self.x.T, dout)

self.db = np.sum(dout, axis=0)

return dx

**5.6.3** Softmax-with-Loss 层

最后介绍一下输出层的 softmax 函数。前面我们提到过，softmax 函数 会将输入值正规化之后再输出。比如手写数字识别时，Softmax 层的输出如

图 5-28 所示。

|  |  |  |  |
| --- | --- | --- | --- |
|  | ・・・ | 得分 | 概率 |
| 0.008  5.3  ・・・  ・・・ ・・・  ・・・  ・・・  ・・・ ・・・  ・・・  ・・・  ・・・  0.00005  0.3  10.1  0.991  Affine  Affine  Affine  ReLU  ReLU  Softmax  0.00004  0.01 | |

图 **5-28** 输入图像通过 **Aﬃne**层和**ReLU** 层进行转换，**10**个输入通过 **Softmax**层进行正 规化。在这个例子中，“**0**”的得分是 **5.3**，这个值经过 **Softmax** 层转换为 **0.008** （**0.8%**）；“ **2**”的得分是 **10.1** ，被转换为 **0.991**（**99.1%**）

在图 5-28 中， Softmax 层将输入值正规化（将输出值的和调整为 1）之后 再输出。另外， 因为手写数字识别要进行10 类分类，所以向Softmax 层的输

入也有 10 个。
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神经网络中进行的处理有推理（inference）和学习两个阶段。神经网 络的推理通常不使用 Softmax 层。比如，用图 5-28 的网络进行推理时， 会将最后一个 Affine 层的输出作为识别结果。神经网络中未被正规 化的输出结果（图 5-28 中 Softmax 层前面的 Affine 层的输出）有时 被称为“得分”。也就是说， 当神经网络的推理只需要给出一个答案 的情况下，因为此时只对得分最大值感兴趣，所以不需要 Softmax 层。 不过，神经网络的学习阶段则需要 Softmax 层。

下面来实现 Softmax 层。考虑到这里也包含作为损失函数的交叉熵误 差（cross entropy error），所以称为“Softmax-with-Loss 层”。 Softmax-with- Loss 层（Softmax 函数和交叉熵误差）的计算图如图 5-29 所示。

|  |  |
| --- | --- |
| Softmax 层 | Cross Entropy Error 层 |
| −t2S  −t1S  a 1  y1−t1  a 2  y2−t2  a 3  y3−t3  L  1   |  |  |  | | --- | --- | --- | | exp  ×  − t3  exp(a 3)  S exp(a 2)  exp  ×  exp(a 2) 1  exp(a 3) exp(a 2) −t3S  exp(a 3)  exp  ×  1 − t1 1  S exp(a 1) S  exp(a 1)  1  S  S  +  /  exp(a 1)  − t2 | t1 y1 | log  ×    −1  t1 log y1  t2 log y2  log  ×  +  ×  t3 log y3  −1  ×  log y1  −t1  log y2  t1 log y1 + t2 log y2 + t3 log y3  −t2  −1  −1  −1  log y3  log  −t3 | | −  t2  y2 | |  | | −  t3  y3 | | − | | |

图 **5-29 Softmax-with-Loss** 层的计算图

可以看到，Softmax-with-Loss 层有些复杂。这里只给出了最终结果， 对Softmax-with-Loss 层的导出过程感兴趣的读者，请参照附录A。

图 5-29 的计算图可以简化成图 5-30。

图 5-30 的计算图中，softmax 函数记为 Softmax 层，交叉熵误差记为 Cross Entropy Error 层。这里假设要进行 3 类分类，从前面的层接收 3 个输 入（得分）。如图 5-30 所示， Softmax 层将输入（a1 , a2 , a3）正规化，输出（y1 , y2 , y3）。Cross Entropy Error 层接收Softmax 的输出（y1 , y2 , y3）和教师标签（t1 , t2 , t3），从这些数据中输出损失 L。
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|  |
| --- |
| t 1 |
| y 1  a 1  y 1 −t 1  t 2  Cross  Entropy  Error  y 2  a 2  L  y 2 −t 2  1  t 3  a 3  y 3  y 3 −t 3   |  | | --- | | Softmax | |

图 **5-30** “简易版”的 **Softmax-with-Loss** 层的计算图

图 5-30 中要注意的是反向传播的结果。Softmax 层的反向传播得到了 （y1 − t1 , y2 − t2 , y3 − t3）这样“漂亮”的结果。由于（y1 , y2 , y3）是 Softmax 层的 输出，（t1 , t2 , t3）是监督数据，所以（y1 − t1 , y2 − t2 , y3 − t3）是Softmax 层的输 出和教师标签的差分。神经网络的反向传播会把这个差分表示的误差传递给

前面的层，这是神经网络学习中的重要性质。

神经网络学习的目的就是通过调整权重参数，使神经网络的输出（Softmax 的输出）接近教师标签。因此，必须将神经网络的输出与教师标签的误差高 效地传递给前面的层。刚刚的（y1 − t1 , y2 − t2 , y3 − t3）正是Softmax 层的输出 与教师标签的差，直截了当地表示了当前神经网络的输出与教师标签的误差。

这里考虑一个具体的例子， 比如思考教师标签是（0, 1, 0），Softmax 层 的输出是(0.3, 0.2, 0.5) 的情形。因为正确解标签处的概率是 0.2（20%），这个 时候的神经网络未能进行正确的识别。此时，Softmax 层的反向传播传递的 是(0.3, −0.8, 0.5) 这样一个大的误差。因为这个大的误差会向前面的层传播， 所以Softmax 层前面的层会从这个大的误差中学习到“大”的内容。
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使用交叉熵误差作为 softmax 函数的损失函数后，反向传播得到 （y1 − t1 , y2 − t2 , y3 − t3 ）这样“漂亮”的结果。实际上，这样“漂亮” 的结果并不是偶然的，而是为了得到这样的结果，特意设计了交叉 熵误差函数。回归问题中输出层使用“恒等函数”，损失函数使用 “平方和误差”，也是出于同样的理由（3.5 节）。也就是说，使用“平 方和误差”作为“恒等函数”的损失函数，反向传播才能得到（y1 − t1 , y2 − t2 , y3 − t3 ）这样“漂亮”的结果。

再举一个例子，比如思考教师标签是(0, 1, 0)，Softmax 层的输出是(0.01, 0.99, 0) 的情形（这个神经网络识别得相当准确）。此时Softmax 层的反向传播 传递的是(0.01, −0.01, 0) 这样一个小的误差。这个小的误差也会向前面的层 传播，因为误差很小，所以Softmax 层前面的层学到的内容也很“小”。

现在来进行Softmax-with-Loss 层的实现，实现过程如下所示。

class SoftmaxWithLoss:

def init (self):

self.loss = None # 损失

self.y = None self.t = None

# softmax 的输出

# 监督数据（one-hot vector）

def forward(self, x, t):

self.t = t

self.y = softmax(x)

self.loss = cross\_entropy\_error(self.y, self.t)

return self.loss

def backward(self, dout=1):

batch\_size = self.t.shape[0]

dx = (self.y - self.t) / batch\_size

return dx

这个实现利用了 3.5.2 节和 4.2.4 节中实现的softmax() 和 cross\_entropy\_ error() 函数。因此，这里的实现非常简单。请注意反向传播时，将要传播

的值除以批的大小（batch\_size）后，传递给前面的层的是单个数据的误差。
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**5.7** 误差反向传播法的实现

通过像组装乐高积木一样组装上一节中实现的层，可以构建神经网络。 本节我们将通过组装已经实现的层来构建神经网络。

**5.7.1** 神经网络学习的全貌图

在进行具体的实现之前，我们再来确认一下神经网络学习的全貌图。神

经网络学习的步骤如下所示。

前提

神经网络中有合适的权重和偏置，调整权重和偏置以便拟合训练数据的 过程称为学习。神经网络的学习分为下面4 个步骤。

步骤**1**（**mini-batch**）

从训练数据中随机选择一部分数据。

步骤**2**（计算梯度）

计算损失函数关于各个权重参数的梯度。

步骤**3**（更新参数）

将权重参数沿梯度方向进行微小的更新。

步骤**4**（重复）

重复步骤 1 、步骤 2 、步骤3。

之前介绍的误差反向传播法会在步骤 2 中出现。上一章中，我们利用数 值微分求得了这个梯度。数值微分虽然实现简单，但是计算要耗费较多的时 间。和需要花费较多时间的数值微分不同，误差反向传播法可以快速高效地

计算梯度。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfYAAAACCAYAAACqn/4HAAAASklEQVRIie3KsQmAMBRAwSc4g2CVQCaxdwKHtk4j6ARCqpSO4K9SvatvKikf/Duv564l5RXYAl+SJI3XZ2APxBeowBL8kiRpvPYB8m8KISJD1hUAAAAASUVORK5CYII=)

5.7 误差反向传播法的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **155**

**5.7.2** 对应误差反向传播法的神经网络的实现

现在来进行神经网络的实现。这里我们要把2层神经网络实现为TwoLayerNet。

首先，将这个类的实例变量和方法整理成表 5-1 和表 5-2。

表5-1 TwoLayerNet类的实例变量

|  |  |  |
| --- | --- | --- |
| 实例变量 说明 | | |
| params | 保存神经网络的参数的字典型变量。  params['W1'] 是第 1 层的权重， params['b1'] 是第 1 层的偏置。 params['W2'] 是第 2 层的权重， params['b2'] 是第 2 层的偏置 | |
| layers | 保存神经网络的层的有序字典型变量。  以layers['Affine1']、layers['ReLu1']、layers['Affine2'] 的形式， 通过有序字典保存各个层 | |
| lastLayer | 神经网络的最后一层。  本例中为SoftmaxWithLoss 层 | |
| 表5-2 TwoLayerNet类的方法 | | |
| 方法 | | 说明 |
| init (self, input\_size, | | 进行初始化。 |
| hidden\_size, output\_size, | | 参数从头开始依次是输入层的神经元数、隐藏层的 |
| weight\_init\_std) | | 神经元数、输出层的神经元数、初始化权重时的高 斯分布的规模 |
| predict(self, x)  loss(self, x, t)  accuracy(self, x, t)  numerical\_gradient(self, x, t)  gradient(self, x, t) | | 进行识别（推理）。  参数 x 是图像数据  计算损失函数的值。  参数 X 是图像数据、 t 是正确解标签  计算识别精度  通过数值微分计算关于权重参数的梯度（同上一章） 通过误差反向传播法计算关于权重参数的梯度 |

这个类的实现稍微有一点长，但是内容和 4.5 节的学习算法的实现有很 多共通的部分，不同点主要在于这里使用了层。通过使用层，获得识别结果 的处理（predict()）和计算梯度的处理（gradient()）只需通过层之间的传递就
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能完成。下面是TwoLayerNet 的代码实现。

import sys, os

sys.path.append(os.pardir)

import numpy as np

from common.layers import \*

from common.gradient import numerical\_gradient

from collections import OrderedDict

class TwoLayerNet:

def init (self, input\_size, hidden\_size, output\_size,

weight\_init\_std=0.01):

# 初始化权重

self.params = {}

self.params['W1'] = weight\_init\_std \* \

np. random. randn(input\_size, hidden\_size) self.params['b1'] = np.zeros(hidden\_size)

self.params['W2'] = weight\_init\_std \* \

np. random. randn(hidden\_size, output\_size) self.params['b2'] = np.zeros(output\_size)

# 生成层

**self.layers = OrderedDict()**

**self.layers['Affine1'] = \**

**Affine(self.params['W1'], self.params['b1'])**

**self.layers['Relu1'] = Relu()**

**self.layers['Affine2'] = \**

**Affine(self.params['W2'], self.params['b2'])**

**self.lastLayer = SoftmaxWithLoss()**

def predict(self, x):

**for layer in self.layers.values():**

**x = layer.forward(x)**

return x

# x: 输入数据 , t: 监督数据

def loss(self, x, t):

y = self.predict(x)

return self.lastLayer.forward(y, t)

def accuracy(self, x, t):

y = self.predict(x)

y = np.argmax(y, axis=1)

if t.ndim != 1 : t = np.argmax(t, axis=1)

5.7 误差反向传播法的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **157**

accuracy = np.sum(y == t) / float(x.shape[0])

return accuracy

# x: 输入数据 , t: 监督数据

def numerical\_gradient(self, x, t):

loss\_W = lambda W: self.loss(x, t)

grads = {}

grads['W1'] = numerical\_gradient(loss\_W, self.params['W1']) grads['b1'] = numerical\_gradient(loss\_W, self.params['b1']) grads['W2'] = numerical\_gradient(loss\_W, self.params['W2']) grads['b2'] = numerical\_gradient(loss\_W, self.params['b2'])

return grads

def gradient(self, x, t):

**# forward**

**self.loss(x, t)**

**# backward**

**dout = 1**

**dout = self.lastLayer.backward(dout)**

**layers = list(self.layers.values())**

**layers.reverse()**

**for layer in layers:**

**dout = layer.backward(dout)**

# 设定

grads = {}

grads['W1'] = self.layers['Affine1'].dW

grads['b1'] = self.layers['Affine1'].db

grads['W2'] = self.layers['Affine2'].dW

grads['b2'] = self.layers['Affine2'].db

return grads

请注意这个实现中的粗体字代码部分，尤其是将神经网络的层保存为 OrderedDict 这一点非常重要。OrderedDict 是有序字典，“有序”是指它可以 记住向字典里添加元素的顺序。因此，神经网络的正向传播只需按照添加元 素的顺序调用各层的forward() 方法就可以完成处理，而反向传播只需要按 照相反的顺序调用各层即可。因为Affine 层和ReLU 层的内部会正确处理正 向传播和反向传播，所以这里要做的事情仅仅是以正确的顺序连接各层，再

按顺序（或者逆序）调用各层。
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像这样通过将神经网络的组成元素以层的方式实现，可以轻松地构建神 经网络。这个用层进行模块化的实现具有很大优点。因为想另外构建一个神 经网络（比如 5 层、 10 层、 20 层……的大的神经网络）时，只需像组装乐高 积木那样添加必要的层就可以了。之后，通过各个层内部实现的正向传播和 反向传播，就可以正确计算进行识别处理或学习所需的梯度。

**5.7.3** 误差反向传播法的梯度确认

到目前为止，我们介绍了两种求梯度的方法。一种是基于数值微分的方 法，另一种是解析性地求解数学式的方法。后一种方法通过使用误差反向传 播法，即使存在大量的参数，也可以高效地计算梯度。因此，后文将不再使

用耗费时间的数值微分，而是使用误差反向传播法求梯度。

数值微分的计算很耗费时间，而且如果有误差反向传播法的（正确的） 实现的话，就没有必要使用数值微分的实现了。那么数值微分有什么用呢？ 实际上，在确认误差反向传播法的实现是否正确时，是需要用到数值微分的。

数值微分的优点是实现简单， 因此，一般情况下不太容易出错。而误差 反向传播法的实现很复杂，容易出错。所以，经常会比较数值微分的结果和 误差反向传播法的结果，以确认误差反向传播法的实现是否正确。确认数值 微分求出的梯度结果和误差反向传播法求出的结果是否一致（严格地讲，是 非常相近）的操作称为梯度确认（gradient check）。梯度确认的代码实现如下 所示（源代码在ch05/gradient\_check.py 中）。

import sys, os

sys.path.append(os.pardir)

import numpy as np

from dataset.mnist import load\_mnist

from two\_layer\_net import TwoLayerNet

# 读入数据

(x\_train, t\_train), (x\_test, t\_test) = \ load\_mnist(normalize=True, one\_ hot\_label = True)

network = TwoLayerNet(input\_size=784, hidden\_size=50, output\_size=10)

x\_batch = x\_train[:3]
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t\_batch = t\_train[:3]

grad\_numerical = network.numerical\_gradient(x\_batch, t\_batch)

grad\_backprop = network.gradient(x\_batch, t\_batch)

# 求各个权重的绝对误差的平均值

for key in grad\_numerical.keys():

diff = np.average( np.abs(grad\_backprop[key] - grad\_numerical[key]) ) print(key + ":" + str(diff))

和以前一样，读入MNIST 数据集。然后，使用训练数据的一部分，确 认数值微分求出的梯度和误差反向传播法求出的梯度的误差。这里误差的计 算方法是求各个权重参数中对应元素的差的绝对值，并计算其平均值。运行

上面的代码后，会输出如下结果。

b1:9.70418809871e-13

W2:8.41139039497e-13

b2:1.1945999745e-10

W1:2.2232446644e-13

从这个结果可以看出，通过数值微分和误差反向传播法求出的梯度的差 非常小。比如，第1 层的偏置的误差是9.7e-13（0.00000000000097）。这样一来， 我们就知道了通过误差反向传播法求出的梯度是正确的，误差反向传播法的

实现没有错误。

数值微分和误差反向传播法的计算结果之间的误差为 0 是很少见的。 这是因为计算机的计算精度有限（比如，32 位浮点数）。受到数值精 度的限制，刚才的误差一般不会为 0，但是如果实现正确的话，可 以期待这个误差是一个接近 0 的很小的值。如果这个值很大，就说 明误差反向传播法的实现存在错误。

**5.7.4** 使用误差反向传播法的学习

最后，我们来看一下使用了误差反向传播法的神经网络的学习的实现。 和之前的实现相比，不同之处仅在于通过误差反向传播法求梯度这一点。这 里只列出了代码，省略了说明（源代码在ch05/train\_neuralnet.py 中）。
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import sys, os

sys.path.append(os.pardir)

import numpy as np

from dataset.mnist import load\_mnist

from two\_layer\_net import TwoLayerNet

# 读入数据

(x\_train, t\_train), (x\_test, t\_test) = \

load\_mnist(normalize=True, one\_hot\_label=True)

network = TwoLayerNet(input\_size=784, hidden\_size=50, output\_size=10)

iters\_num = 10000

train\_size = x\_train.shape[0]

batch\_size = 100

learning\_rate = 0.1

train\_loss\_list = []

train\_acc\_list = []

test\_acc\_list = []

iter\_per\_epoch = max(train\_size / batch\_size, 1)

for i in range(iters\_num):

batch\_mask = np.random.choice(train\_size, batch\_size)

x\_batch = x\_train[batch\_mask]

t\_batch = t\_train[batch\_mask]

# 通过误差反向传播法求梯度

**grad = network.gradient(x\_batch, t\_batch)**

# 更新

for key in ('W1', 'b1', 'W2', 'b2'):

network.params[key] -= learning\_rate \* grad[key]

loss = network.loss(x\_batch, t\_batch)

train\_loss\_list.append(loss)

if i % iter\_per\_epoch == 0:

train\_acc = network.accuracy(x\_train, t\_train)

test\_acc = network.accuracy(x\_test, t\_test)

train\_acc\_list.append(train\_acc)

test\_acc\_list.append(test\_acc)

print(train\_acc, test\_acc)
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**5.8** 小结

本章我们介绍了将计算过程可视化的计算图，并使用计算图，介绍了神 经网络中的误差反向传播法，并以层为单位实现了神经网络中的处理。我们 学过的层有 ReLU 层、 Softmax-with-Loss 层、Affine 层、 Softmax 层等，这 些层中实现了forward 和backward 方法，通过将数据正向和反向地传播，可 以高效地计算权重参数的梯度。通过使用层进行模块化，神经网络中可以自 由地组装层，轻松构建出自己喜欢的网络。

|  |
| --- |
| 本章所学的内容  . 通过使用计算图，可以直观地把握计算过程。  . 计算图的节点是由局部计算构成的。局部计算构成全局计算。  . 计算图的正向传播进行一般的计算。通过计算图的反向传播，可以 计算各个节点的导数。  . 通过将神经网络的组成元素实现为层，可以高效地计算梯度（反向传 播法）。  . 通过比较数值微分和误差反向传播法的结果，可以确认误差反向传 播法的实现是否正确（梯度确认）。 |

第6章

与学习相关的技巧

本章将介绍神经网络的学习中的一些重要观点，主题涉及寻找最优权重 参数的最优化方法、权重参数的初始值、超参数的设定方法等。此外，为了 应对过拟合，本章还将介绍权值衰减、Dropout 等正则化方法，并进行实现。 最后将对近年来众多研究中使用的Batch Normalization 方法进行简单的介绍。 使用本章介绍的方法，可以高效地进行神经网络（深度学习）的学习，提高

识别精度。让我们一起往下看吧！

**6.1** 参数的更新

神经网络的学习的目的是找到使损失函数的值尽可能小的参数。这是寻 找最优参数的问题，解决这个问题的过程称为最优化（optimization）。遗憾的是， 神经网络的最优化问题非常难。这是因为参数空间非常复杂，无法轻易找到 最优解（无法使用那种通过解数学式一下子就求得最小值的方法）。而且，在 深度神经网络中，参数的数量非常庞大，导致最优化问题更加复杂。

在前几章中，为了找到最优参数，我们将参数的梯度（导数）作为了线索。 使用参数的梯度，沿梯度方向更新参数，并重复这个步骤多次，从而逐渐靠 近最优参数，这个过程称为随机梯度下降法（stochastic gradient descent）， 简称**SGD**。SGD 是一个简单的方法，不过比起胡乱地搜索参数空间，也算是“聪

明”的方法。但是，根据不同的问题，也存在比SGD 更加聪明的方法。本节
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我们将指出SGD 的缺点，并介绍SGD 以外的其他最优化方法。

**6.1.1** 探险家的故事

进入正题前，我们先打一个比方，来说明关于最优化我们所处的状况。

有一个性情古怪的探险家。他在广袤的干旱地带旅行，坚持寻找幽 深的山谷。他的目标是要到达最深的谷底（他称之为“至深之地”）。这 也是他旅行的目的。并且，他给自己制定了两个严格的“规定”：一个 是不看地图；另一个是把眼睛蒙上。因此，他并不知道最深的谷底在这 个广袤的大地的何处，而且什么也看不见。在这么严苛的条件下，这位 探险家如何前往“至深之地”呢？他要如何迈步，才能迅速找到“至深 之地”呢？

寻找最优参数时，我们所处的状况和这位探险家一样，是一个漆黑的世 界。我们必须在没有地图、不能睁眼的情况下，在广袤、复杂的地形中寻找

“至深之地”。大家可以想象这是一个多么难的问题。

在这么困难的状况下，地面的坡度显得尤为重要。探险家虽然看不到周 围的情况，但是能够知道当前所在位置的坡度（通过脚底感受地面的倾斜状况）。 于是，朝着当前所在位置的坡度最大的方向前进，就是SGD 的策略。勇敢

的探险家心里可能想着只要重复这一策略，总有一天可以到达“至深之地”。

**6.1.2** SGD

让大家感受了最优化问题的难度之后，我们再来复习一下 SGD。用数 学式可以将SGD 写成如下的式（6.1）。

（6.1）

这里把需要更新的权重参数记为**W**，把损失函数关于**W**的梯度记为![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAARCAYAAADdRIy+AAACBUlEQVQ4jc3UT4jWRRzH8dduxkqCPbsJEq7M4FgdNlhWutSpTiKaSVCXJATttDcv4iFhj9ofLx4i9NohoQ7+BSGIJEoo6BBZODTTJkJs7K7iQrFmh2ce+PWwbde+p5nP9zPvme/8G7FGpBA3YTvmcy331/L8WzyyBmwb9uNnHJro9X5ZXF6623LTE73e+Yle77GJXu+3xeWl5f+cIYW4K4U43dpjKcRPOrnRFOLN9cZvWEPbhKdTiNuxEU90cjP4bj3g6NDqdmA213Iu13IRW/F1x/IiPu/4t6wLxGu43Ok/h1Od/ktdIF4fBg6XfBUHU4hPYjcu5VoW2mr2tAkmU4gJB3B9GDgyLKQQt2InfhzAmj4+VNFDLOdaHgwz/t8xAinEgGlsxje5lh9SiI/jLaxiJdfyYQrxKf1L/wA11/JpCnEnXtHfgvODQ5nLtRxq8HdTiO9gAYs4ix3NN4/n9Q9npmm/Yh+O484A+HYK8WX8jiXsyrVcSSF+0fLj+k9xGs9iEist9wY+zrV8BaMpxBdwGJdwqxkWmznjD0ylEMcwhzf1/4BnUoiT2IsPBns4ijN4P9fyVwPd1l5HuxI3MdVg7+Fb/Nm00ziaa3nYBd7D4IuaxcmuAd/jVWzOtVzLtaziJ5zAZ7mW0vHa0CBHUogr+DLXcsM/4wIexbGO9hG2dUsdxN8ju6CKUZ6mdAAAAABJRU5ErkJggg==)。 η表示学习率，实际上会取 0.01 或 0.001 这些事先决定好的值。式子中的←
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表示用右边的值更新左边的值。如式（6.1）所示，SGD 是朝着梯度方向只前 进一定距离的简单方法。现在，我们将SGD 实现为一个Python 类（为方便 后面使用，我们将其实现为一个名为SGD 的类）。

class SGD:

def init (self, lr=0.01):

self.lr = lr

def update(self, params, grads):

for key in params.keys():

**params[key] -= self.lr \* grads[key]**

这里，进行初始化时的参数lr 表示learning rate（学习率）。这个学习率 会保存为实例变量。此外，代码段中还定义了update(params, grads) 方法， 这个方法在SGD 中会被反复调用。参数params 和grads（与之前的神经网络 的实现一样）是字典型变量，按params['W1'] 、grads['W1'] 的形式，分别保

存了权重参数和它们的梯度。

使用这个 SGD 类，可以按如下方式进行神经网络的参数的更新（下面的

代码是不能实际运行的伪代码）。

network = TwoLayerNet(...)

**optimizer = SGD()**

for i in range(10000):

...

x\_batch, t\_batch = get\_mini\_batch(...) # mini-batch

grads = network.gradient(x\_batch, t\_batch)

params = network.params

**optimizer.update(params, grads)**

...

这里首次出现的变量名optimizer 表示“进行最优化的人”的意思，这里 由SGD 承担这个角色。参数的更新由optimizer 负责完成。我们在这里需要

做的只是将参数和梯度的信息传给optimizer。

像这样，通过单独实现进行最优化的类，功能的模块化变得更简单。 比如，后面我们马上会实现另一个最优化方法 Momentum，它同样会实现

成拥有update(params, grads) 这个共同方法的形式。这样一来，只需要将
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optimizer = SGD() 这一语句换成optimizer = Momentum()，就可以从 SGD 切

换为Momentum。

很多深度学习框架都实现了各种最优化方法，并且提供了可以简单 切换这些方法的构造。比如 Lasagne 深度学习框架，在updates.py 这个文件中以函数的形式集中实现了最优化方法。用户可以从中选 择自己想用的最优化方法。

**6.1.3** SGD 的缺点

虽然SGD 简单，并且容易实现，但是在解决某些问题时可能没有效率。 这里，在指出SGD 的缺点之际，我们来思考一下求下面这个函数的最小值

的问题。
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如图 6-1 所示，式（6.2）表示的函数是向 x 轴方向延伸的“碗”状函数。 实际上，式（6.2）的等高线呈向 x 轴方向延伸的椭圆状。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| -10 | -5 | 0  x | 5 | 120  100  80  60 z  40  20  0  10  5  -5 0 g  10 -10 | g  10  5  0  -5  -10  -10 | -5 0 5 10  x |
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6.1 参数的更新 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **167**

现在看一下式（6.2）表示的函数的梯度。如果用图表示梯度的话，则如 图 6-2 所示。这个梯度的特征是，y 轴方向上大，x 轴方向上小。换句话说， 就是 y 轴方向的坡度大，而 x 轴方向的坡度小。这里需要注意的是，虽然式 （6.2）的最小值在(x, y) = (0, 0) 处，但是图 6-2 中的梯度在很多地方并没有指 向(0, 0)。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| y  4  2  0  -2  -4   |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |  |  |  |  | |  |  |  |  | |  |  |  |  |   -10 -5 0 5 10  x |

图 **6-2** f(![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABUAAAAICAYAAAAWX7TTAAABM0lEQVQokX3Sv0uWYRTG8U+PP2lwFWy4b7jFJZWaxKCycPAviATBv8ApFwmEWtwcxNnBCILAQQrRKWksFBREggeeZ3FJEbVBBbHBe5AXX894uM73XNfhPIAUYhveohsrGEIbPpV1da1JpRBHMIDlsq5OUohdeFakEFuwgH3s4Q/+YRrj9wBf5eVj+JjbU5grsqOlsq5+4RGO8A2fsdYMirOsGb2le42fBS4wlkLsxUts5shf0JNdPUkhDt0mlnX1Gy9wifUUYjuG8aNAF97hcRadphD78R7HmbGIjRRia4PbvzhHL2bRic2irKsTPEcHBrGeF8yUdXWQhyewiqsG6CEms5k+bJV1ddSao+xiNwu/Nrnhzh2f8B0f3Nz3Kd5A0QTQWA8xf0d/1E3ka/SXdbUN/wFFuViyp8TjxwAAAABJRU5ErkJggg==)) = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAGCAYAAAD+Bd/7AAAAjklEQVQImS3OMWoCQQAAwLkrxLSplCt2YV+gmD7YibXgG6zzhHwgkDZ9sPABVx3pbdIv7oGFnRBECBKwybxgKkghPmCNR2wxx2/uy2edQhziDXuccMARrynERY0B3nNfvtEgo8MHvmpcsUohNnhGl/vyhx1GNcbYYIonXFKIE7zgXP0nZ4hoscQNbe7Lzx2fAyTL3tvAXgAAAABJRU5ErkJggg==)2 ＋ ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAICAYAAADED76LAAAArElEQVQYlU3OoU4DQRjE8V8X0hbFcogGdZdcguIdwGBAI8DxAoQ3wCL6IBg0EAwGW4Nlk12BwACnahAItoGR8818/1mDvu12mhjPmxhHn8PXW/UOmxg/Qt92U1xjwFM9znCP3YAJ5jjCnV8dYIlFSCUPqeQXHOP2X+A5lfwd/OkdW33b7eNkhQuVuYmLumMP23iA9dq+rBtOcYOrVPICRvXDBs4wxmMq+XXF/QH3iysYMT1TxgAAAABJRU5ErkJggg==)2 的梯度

我们来尝试对图6-1 这种形状的函数应用SGD。从(x, y) = (−7.0, 2.0) 处 （初始值）开始搜索，结果如图 6-3 所示。

在图 6-3 中，SGD 呈“之”字形移动。这是一个相当低效的路径。也就是说， SGD 的缺点是，如果函数的形状非均向（anisotropic）， 比如呈延伸状，搜索 的路径就会非常低效。因此，我们需要比单纯朝梯度方向前进的SGD 更聪

明的方法。 SGD 低效的根本原因是，梯度的方向并没有指向最小值的方向。

为了改正SGD的缺点，下面我们将介绍Momentum、AdaGrad、Adam这3

种方法来取代SGD。我们会简单介绍各个方法，并用数学式和Python进行实现。
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|  |  |  |
| --- | --- | --- |
| 10  y  5  0  -5  -10 | SGD   |  | | --- | |  | |
| -10 -5 0 5 10  x | |

图 **6-3** 基于 **SGD**的最优化的更新路径：呈“之”字形朝最小值 **(0, 0)**移动，效率低

**6.1.4** Momentum

Momentum 是“动量”的意思，和物理有关。用数学式表示Momentum方

法，如下所示。
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和前面的SGD一样， **W**表示要更新的权重参数，

（6.3）

（6.4）
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于**W**的梯度，η表示学习率。这里新出现了一个变量**v**，对应物理上的速度。 式（6.3）表示了物体在梯度方向上受力，在这个力的作用下，物体的速度增 加这一物理法则。如图 6-4 所示， Momentum 方法给人的感觉就像是小球在

地面上滚动。
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图 **6-4 Momentum** ：小球在斜面上滚动

式（6.3）中有α**v**这一项。在物体不受任何力时，该项承担使物体逐渐减 速的任务(α设定为 0.9 之类的值），对应物理上的地面摩擦或空气阻力。下 面是Momentum 的代码实现（源代码在common/optimizer.py 中）。

class Momentum:

def init (self, lr=0.01, momentum=0.9):

self.lr = lr

self.momentum = momentum

self.v = None

def update(self, params, grads):

if self.v is None:

self.v = {}

for key, val in params.items():

self.v[key] = np.zeros\_like(val)

for key in params.keys():

**self.v[key] = self.momentum\*self.v[key] - self.lr\*grads[key] params[key] += self.v[key]**

实例变量 v 会保存物体的速度。初始化时，v 中什么都不保存，但当第 一次调用update() 时， v 会以字典型变量的形式保存与参数结构相同的数据。 剩余的代码部分就是将式（6.3）、式（6.4）写出来，很简单。

现在尝试使用Momentum 解决式（6.2）的最优化问题，如图 6-5 所示。

图 6-5 中，更新路径就像小球在碗中滚动一样。和SGD 相比，我们发现 “之”字形的“程度”减轻了。这是因为虽然 x 轴方向上受到的力非常小，但 是一直在同一方向上受力，所以朝同一个方向会有一定的加速。反过来，虽 然 y 轴方向上受到的力很大，但是因为交互地受到正方向和反方向的力，它 们会互相抵消，所以 y 轴方向上的速度不稳定。因此，和SGD 时的情形相比， 可以更快地朝 x 轴方向靠近，减弱“之”字形的变动程度。
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图 **6-5** 基于 **Momentum**的最优化的更新路径

**6.1.5** AdaGrad

在神经网络的学习中，学习率（数学式中记为η)的值很重要。学习率过小， 会导致学习花费过多时间；反过来，学习率过大，则会导致学习发散而不能 正确进行。

在关于学习率的有效技巧中，有一种被称为学习率衰减（learning rate decay）的方法，即随着学习的进行，使学习率逐渐减小。实际上，一开始“多” 学，然后逐渐“少”学的方法，在神经网络的学习中经常被使用。

逐渐减小学习率的想法，相当于将“全体”参数的学习率值一起降低。 而AdaGrad [6] 进一步发展了这个想法，针对“一个一个”的参数，赋予其“定

制”的值。

AdaGrad 会为参数的每个元素适当地调整学习率，与此同时进行学习 （AdaGrad 的 Ada 来自英文单词 Adaptive，即“适当的”的意思）。下面，让 我们用数学式表示AdaGrad 的更新方法。
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和前面的SGD一样， **W**表示要更新的权重参数，

（6.5）

（6.6）
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可以按参数的元素进行学习率衰减，使变动大的参数的学习率逐渐减小。

AdaGrad 会记录过去所有梯度的平方和。因此，学习越深入，更新 的幅度就越小。实际上，如果无止境地学习，更新量就会变为 0， 完全不再更新。为了改善这个问题，可以使用 RMSProp [7] 方法。 RMSProp 方法并不是将过去所有的梯度一视同仁地相加，而是逐渐 地遗忘过去的梯度，在做加法运算时将新梯度的信息更多地反映出来。 这种操作从专业上讲，称为“指数移动平均”，呈指数函数式地减小 过去的梯度的尺度。

现在来实现 AdaGrad 。AdaGrad 的实现过程如下所示（源代码在 common/optimizer.py 中）。

class AdaGrad:

def init (self, lr=0.01):

self.lr = lr

self.h = None

def

update(self, if self.h is self.h = {} for key, val

params, grads):

None:

in params.items():

self.h[key] = np.zeros\_like(val)

for key in params.keys():

**self.h[key] += grads[key] \* grads[key]**

**params[key] -= self.lr \* grads[key] / (np.sqrt(self.h[key]) + 1e-7)**
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这里需要注意的是，最后一行加上了微小值 1e-7。这是为了防止当 self.h[key] 中有 0 时，将 0 用作除数的情况。在很多深度学习的框架中，这

个微小值也可以设定为参数，但这里我们用的是 1e-7 这个固定值。

现在，让我们试着使用AdaGrad 解决式（6.2）的最优化问题，结果如图 6-6

所示。

|  |  |  |
| --- | --- | --- |
| y  10  5  0  -5  -10 | |  | | --- | | AdaGrad | |
| -10 -5 0 5 10  x | |

图 **6**-**6** 基于 **AdaGrad**的最优化的更新路径

由图 6-6 的结果可知，函数的取值高效地向着最小值移动。由于 y 轴方 向上的梯度较大， 因此刚开始变动较大，但是后面会根据这个较大的变动按 比例进行调整，减小更新的步伐。因此，y 轴方向上的更新程度被减弱，“之” 字形的变动程度有所衰减。

**6.1.6** Adam

Momentum 参照小球在碗中滚动的物理规则进行移动，AdaGrad 为参

数的每个元素适当地调整更新步伐。如果将这两个方法融合在一起会怎么样
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呢？这就是Adam[8] 方法的基本思路 ①。

Adam 是 2015 年提出的新方法。它的理论有些复杂，直观地讲，就是融 合了Momentum 和AdaGrad 的方法。通过组合前面两个方法的优点，有望 实现参数空间的高效搜索。此外，进行超参数的“偏置校正”也是Adam 的特征。

这里不再进行过多的说明，详细内容请参考原作者的论文 [8] 。关于Python 的实现，common/optimizer.py 中将其实现为了Adam类，有兴趣的读者可以参考。

现在，我们试着使用Adam 解决式（6.2）的最优化问题，结果如图6-7 所示。

|  |  |
| --- | --- |
| Adam | |
| 10  y  5  0  -5  -10 | |  | | --- | |  | |
| -10 -5 0 5 10  x | |

图 **6-7** 基于 **Adam**的最优化的更新路径

在图 6-7 中，基于 Adam 的更新过程就像小球在碗中滚动一样。虽然 Momentun 也有类似的移动，但是相比之下，Adam 的小球左右摇晃的程度

有所减轻。这得益于学习的更新程度被适当地调整了。

① 这里关于Adam 方法的说明只是一个直观的说明，并不完全正确。详细内容请参考原作者的论文。
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Adam 会设置 3 个超参数。一个是学习率（论文中以 α出现），另外两 个是一次 momentum 系数 β 1 和二次 momentum 系数 β 2。根据论文， 标准的设定值是 β 1 为 0.9， β 2 为 0.999。设置了这些值后，大多数情 况下都能顺利运行。

**6.1.7** 使用哪种更新方法呢

到目前为止，我们已经学习了 4 种更新参数的方法。这里我们来比较一 下这 4 种方法（源代码在ch06/optimizer\_compare\_naive.py 中）。

如图 6-8 所示，根据使用的方法不同，参数更新的路径也不同。只看这 个图的话，AdaGrad 似乎是最好的，不过也要注意，结果会根据要解决的问

题而变。并且，很显然，超参数（学习率等）的设定值不同，结果也会发生变化。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| y | 10  5  0  -5  -10 | SGD   |  | | --- | |  | | | | | | y | 10  5  0  -5  -10 | Momentum   |  | | --- | |  | | | | | |
| -10 -5 0 5 10  0  x  -5  5  10  -10  x  AdaGrad  Adam  10  10   |  | | --- | |  |  |  | | --- | |  |   5  5  y 0  y 0  -5  -5  -10  -10 | | | | | | | | | | | | | |
| -10 | | | -5 | 0  x | 5 | 10 | -10 | | | -5 | 0  x | 5 | 10 |

图 **6-8** 最优化方法的比较：**SGD** 、**Momentum** 、**AdaGrad** 、**Adam**
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上面我们介绍了SGD 、Momentum 、AdaGrad 、Adam 这 4 种方法，那 么用哪种方法好呢？非常遗憾，（目前）并不存在能在所有问题中都表现良好 的方法。这 4 种方法各有各的特点，都有各自擅长解决的问题和不擅长解决

的问题。

很多研究中至今仍在使用SGD 。Momentum 和AdaGrad 也是值得一试 的方法。最近，很多研究人员和技术人员都喜欢用Adam。本书将主要使用

SGD 或者Adam，读者可以根据自己的喜好多多尝试。

**6.1.8** 基于 MNIST 数据集的更新方法的比较

我们以手写数字识别为例， 比较前面介绍的 SGD 、Momentum、 AdaGrad 、Adam 这 4 种方法，并确认不同的方法在学习进展上有多大程度 的差异。先来看一下结果，如图 6-9 所示（源代码在ch06/optimizer\_compare\_ mnist.py 中）。

|  |  |  |
| --- | --- | --- |
| loss  1.0  0.8  0.6  0.4  0.2  0.00   |  |  | | --- | --- | | |  | | --- | | Adam  SGD  AdaGrad  Momentum | |   1000  500  1500  2000  iterations |

图 **6-9** 基于 **MNIST**数据集的 **4** 种更新方法的比较：横轴表示学习的迭代次数（**iteration**）， 纵轴表示损失函数的值（**loss**）

这个实验以一个 5 层神经网络为对象，其中每层有 100 个神经元。激活

函数使用的是ReLU。
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从图 6-9 的结果中可知，与SGD 相比，其他 3 种方法学习得更快，而且 速度基本相同，仔细看的话，AdaGrad 的学习进行得稍微快一点。这个实验 需要注意的地方是，实验结果会随学习率等超参数、神经网络的结构（几层 深等）的不同而发生变化。不过，一般而言，与SGD 相比，其他 3 种方法可

以学习得更快，有时最终的识别精度也更高。

**6.2** 权重的初始值

在神经网络的学习中，权重的初始值特别重要。实际上，设定什么样的 权重初始值，经常关系到神经网络的学习能否成功。本节将介绍权重初始值

的推荐值，并通过实验确认神经网络的学习是否会快速进行。

**6.2.1** 可以将权重初始值设为 0 吗

后面我们会介绍抑制过拟合、提高泛化能力的技巧——权值衰减（weight decay）。简单地说，权值衰减就是一种以减小权重参数的值为目的进行学习 的方法。通过减小权重参数的值来抑制过拟合的发生。

如果想减小权重的值，一开始就将初始值设为较小的值才是正途。实际上， 在这之前的权重初始值都是像 0.01 \* np.random. randn(10, 100) 这样，使用

由高斯分布生成的值乘以 0.01 后得到的值（标准差为 0.01 的高斯分布）。

如果我们把权重初始值全部设为 0 以减小权重的值，会怎么样呢？从结 论来说，将权重初始值设为 0 不是一个好主意。事实上，将权重初始值设为

0 的话，将无法正确进行学习。

为什么不能将权重初始值设为 0 呢？严格地说，为什么不能将权重初始 值设成一样的值呢？这是因为在误差反向传播法中， 所有的权重值都会进行 相同的更新。比如，在 2 层神经网络中，假设第 1 层和第 2 层的权重为 0。这 样一来，正向传播时， 因为输入层的权重为 0，所以第 2 层的神经元全部会 被传递相同的值。第 2 层的神经元中全部输入相同的值，这意味着反向传播

时第 2 层的权重全部都会进行相同的更新（回忆一下“乘法节点的反向传播”
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的内容）。因此，权重被更新为相同的值，并拥有了对称的值（重复的值）。 这使得神经网络拥有许多不同的权重的意义丧失了。为了防止“权重均一化” （严格地讲，是为了瓦解权重的对称结构），必须随机生成初始值。

**6.2.2** 隐藏层的激活值的分布

观察隐藏层的激活值 ①（激活函数的输出数据）的分布，可以获得很多启 发。这里，我们来做一个简单的实验，观察权重初始值是如何影响隐藏层的 激活值的分布的。这里要做的实验是， 向一个 5 层神经网络（激活函数使用 sigmoid 函数）传入随机生成的输入数据，用直方图绘制各层激活值的数据分 布。这个实验参考了斯坦福大学的课程CS231n [5]。

进行实验的源代码在ch06/weight\_init\_activation\_histogram.py 中，下

面展示部分代码。

import numpy as np

import matplotlib.pyplot as plt

def sigmoid(x):

return 1 / (1 + np.exp(-x))

x = np. random. randn(1000, 100) # 1000 个数据

node\_num = 100 # 各隐藏层的节点（神经元）数

hidden\_layer\_size = 5 # 隐藏层有 5 层

activations = {} # 激活值的结果保存在这里

for i in range(hidden\_layer\_size):

if i != 0:

x = activations[i-1]

**w = np.random.randn(node\_num, node\_num) \* 1**

z = np.dot(x, w)

a = sigmoid(z) # sigmoid 函数

activations[i] = a

① 这里我们将激活函数的输出数据称为“激活值”，但是有的文献中会将在层之间流动的数据也称为“激 活值”。
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这里假设神经网络有 5 层，每层有 100 个神经元。然后，用高斯分布随 机生成 1000 个数据作为输入数据，并把它们传给 5 层神经网络。激活函数使 用sigmoid 函数，各层的激活值的结果保存在activations 变量中。这个代码 段中需要注意的是权重的尺度。虽然这次我们使用的是标准差为 1 的高斯分 布，但实验的目的是通过改变这个尺度（标准差），观察激活值的分布如何变

化。现在，我们将保存在activations 中的各层数据画成直方图。

# 绘制直方图

for i, a in activations.items():

plt.subplot(1, len(activations), i+1)

plt.title(str(i+1) + " -layer")

plt.hist(a.flatten(), 30, range=(0,1))

plt.show()

运行这段代码后，可以得到图 6-10 的直方图。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 40000  1-layer   |  | | --- | |  |   35000  30000  25000  20000  15000  10000  5000  0  0.0 0.2 0.4 0.6 0.8 1.0 | 2-layer 3-layer   |  | | --- | |  |  |  | | --- | |  |  |  | | --- | |  |   4-layer 5-layer   |  | | --- | |  |   0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 |

图 **6-10** 使用标准差为 **1** 的高斯分布作为权重初始值时的各层激活值的分布

从图 6-10 可知，各层的激活值呈偏向 0 和 1 的分布。这里使用的sigmoid 函数是S 型函数，随着输出不断地靠近0（或者靠近 1），它的导数的值逐渐接 近 0。因此， 偏向 0 和 1 的数据分布会造成反向传播中梯度的值不断变小， 最 后消失。这个问题称为梯度消失（gradient vanishing）。层次加深的深度学习 中，梯度消失的问题可能会更加严重。

下面，将权重的标准差设为 0.01，进行相同的实验。实验的代码只需要

把设定权重初始值的地方换成下面的代码即可。
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# w = np. random. randn(node\_num, node\_num) \* 1

w = np. random. randn(node\_num, node\_num) \* 0.01

来看一下结果。使用标准差为 0.01 的高斯分布时，各层的激活值的分布

如图 6-11 所示。

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1-layer  40000  35000  30000  25000  20000  15000  10000  5000  0   |  |  | | --- | --- | |  |  |   0.2 0.4 0.6 0.8 1.0  0.0 | 2-layer 3-layer   |  |  | | --- | --- | |  |  |  |  |  | | --- | --- | |  |  |  |  |  | | --- | --- | |  |  |   4-layer 5-layer   |  |  | | --- | --- | |  |  |   0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 |

图 **6-11** 使用标准差为 **0.01** 的高斯分布作为权重初始值时的各层激活值的分布

这次呈集中在 0.5 附近的分布。因为不像刚才的例子那样偏向 0 和 1，所 以不会发生梯度消失的问题。但是，激活值的分布有所偏向，说明在表现力 上会有很大问题。为什么这么说呢？因为如果有多个神经元都输出几乎相同 的值，那它们就没有存在的意义了。比如，如果 100 个神经元都输出几乎相 同的值，那么也可以由 1 个神经元来表达基本相同的事情。因此，激活值在

分布上有所偏向会出现“表现力受限”的问题。

各层的激活值的分布都要求有适当的广度。为什么呢？因为通过 在各层间传递多样性的数据，神经网络可以进行高效的学习。反 过来，如果传递的是有所偏向的数据，就会出现梯度消失或者“表 现力受限”的问题，导致学习可能无法顺利进行。

接着，我们尝试使用Xavier Glorot 等人的论文 [9] 中推荐的权重初始值（俗 称“Xavier 初始值”）。现在，在一般的深度学习框架中，Xavier 初始值已被 作为标准使用。比如，Caffe 框架中，通过在设定权重初始值时赋予xavier 参数， 就可以使用Xavier 初始值。

Xavier 的论文中，为了使各层的激活值呈现出具有相同广度的分布，推
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导了合适的权重尺度。推导出的结论是，如果前一层的节点数为 n，则初始

值使用标准差为

的分布 ①（图 6-12）。

|  |  |  |
| --- | --- | --- |
| n 个节点  使用标准差为   |  | | --- | |  | | 的高斯分布进行初始化 |

图 **6-12 Xavier**初始值：与前一层有 **n**个节点连接时，初始值使用标准差为

的分布

使用Xavier 初始值后， 前一层的节点数越多， 要设定为目标节点的初始 值的权重尺度就越小。现在，我们使用Xavier 初始值进行实验。进行实验的 代码只需要将设定权重初始值的地方换成如下内容即可（因为此处所有层的

节点数都是 100，所以简化了实现）。

node\_num = 100 # 前一层的节点数

w = np. random. randn(node\_num, node\_num) / **np.sqrt(node\_num)**

使用Xavier 初始值后的结果如图 6-13 所示。从这个结果可知，越是后 面的层，图像变得越歪斜，但是呈现了比之前更有广度的分布。因为各层间 传递的数据有适当的广度，所以sigmoid 函数的表现力不受限制，有望进行 高效的学习。

① Xavier 的论文中提出的设定值，不仅考虑了前一层的输入节点数量，还考虑了下一层的输出节点数量。 但是， Caffe 等框架的实现中进行了简化，只使用了这里所说的前一层的输入节点进行计算。
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|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 6000  5000  4000  3000  2000  1000  0 | 1-layer | 2-layer | 3-layer | 4-layer | 5-layer |
| 0.0 0.2 0.4 0.6 0.8 1.0 | | 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 | | | |

图 **6-13** 使用 **Xavier** 初始值作为权重初始值时的各层激活值的分布

图 6-13 的分布中，后面的层的分布呈稍微歪斜的形状。如果用tanh 函数（双曲线函数）代替sigmoid 函数，这个稍微歪斜的问题就能得 到改善。实际上，使用tanh 函数后，会呈漂亮的吊钟型分布。tanh 函数和sigmoid 函数同是 S 型曲线函数，但tanh 函数是关于原点 (0, 0) 对称的 S 型曲线，而sigmoid 函数是关于 (x, y)=(0, 0.5) 对称的 S 型曲 线。众所周知，用作激活函数的函数最好具有关于原点对称的性质。

**6.2.3** ReLU 的权重初始值
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现在来看一下激活函数使用ReLU 时激活值的分布。我们给出了 3 个实 验的结果（图 6-14），依次是权重初始值为标准差是 0.01 的高斯分布（下文简 写为“std = 0.01”）时、初始值为 Xavier 初始值时、初始值为 ReLU 专用的 “He 初始值”时的结果。
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|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 7000  6000  5000  4000  3000  2000  1000  0 | 1-layer   |  | | --- | |  | | 2-layer 3-layer 4-layer 5-layer   |  |  |  |  | | --- | --- | --- | --- | | 0.0 0.2 0.4 0.6 0.8 1.0 | 0.0 0.2 0.4 0.6 0.8 1.0 | 0.0 0.2 0.4 0.6 0.8 1.0 | 0.0 0.2 0.4 0.6 0.8 1.0 | |
| 0.0 0.2 0.4 0.6 0.8 1.0 | |
| 权重初始值为标准差是 0.01 的高斯分布时 | | |
| 1-layer  7000  6000  5000  4000  3000  2000  1000  0  0.0 0.2 0.4 0.6 0.8 1.0 | | 2-layer 3-layer 4-layer 5-layer   |  |  |  |  | | --- | --- | --- | --- | | 0.0 0.2 0.4 0.6 0.8 1.0 | 0.0 0.2 0.4 0.6 0.8 1.0 | 0.0 0.2 0.4 0.6 0.8 1.0 | 0.0 0.2 0.4 0.6 0.8 1.0 | |
| 权重初始值为 Xavier 初始值时 | | |
| 1-layer  7000  6000   |  | | --- | |  |   5000  4000  3000  2000  1000  0  0.0 0.2 0.4 0.6 0.8 1.0 | | 2-layer 3-layer 4-layer 5-layer   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | | |  | | --- | |  |   0.0 0.2 0.4 0.6 0.8 1.0 | |  | | --- | |  |   0.0 0.2 0.4 0.6 0.8 1.0 | |  | | --- | |  |   0.0 0.2 0.4 0.6 0.8 1.0 | |  | | --- | |  |   0.0 0.2 0.4 0.6 0.8 1.0 | |
| 权重初始值为 He 初始值时 | | |

图 **6-14** 激活函数使用 **ReLU**时 **,** 不同权重初始值的激活值分布的变化

观察实验结果可知，当“std = 0.01”时，各层的激活值非常小 ①。神经网 络上传递的是非常小的值，说明逆向传播时权重的梯度也同样很小。这是很

严重的问题，实际上学习基本上没有进展。

① 各层激活值的分布平均值如下。1 层: 0.0396，2 层: 0.00290，3 层: 0.000197，4 层: 1.32e-5，5 层: 9.46e-7。

6.2 权重的初始值 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **183**

接下来是初始值为Xavier 初始值时的结果。在这种情况下，随着层的加深， 偏向一点点变大。实际上，层加深后，激活值的偏向变大，学习时会出现梯 度消失的问题。而当初始值为He 初始值时，各层中分布的广度相同。由于

即便层加深，数据的广度也能保持不变，因此逆向传播时，也会传递合适的值。

总结一下，当激活函数使用 ReLU 时，权重初始值使用 He 初始值，当 激活函数为sigmoid 或tanh 等 S 型曲线函数时，初始值使用 Xavier 初始值。

这是目前的最佳实践。

**6.2.4** 基于 MNIST 数据集的权重初始值的比较

下面通过实际的数据，观察不同的权重初始值的赋值方法会在多大程度 上影响神经网络的学习。这里，我们基于std = 0.01 、Xavier 初始值、He 初 始值进行实验（源代码在ch06/weight\_init\_compare.py 中）。先来看一下结果，

如图 6-15 所示。

|  |  |  |
| --- | --- | --- |
| loss  2.5  2.0  1.5  1.0  0.5  0.0 0   |  |  | | --- | --- | | |  | | --- | | He  std = 0.01  Xavier | |   1000  1500  2000  500  iterations |

图 **6-15** 基于 **MNIST**数据集的权重初始值的比较：横轴是学习的迭代次数（**iterations**）， 纵轴是损失函数的值（**loss**）
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这个实验中，神经网络有 5 层，每层有 100 个神经元，激活函数使用的 是 ReLU。从图 6-15 的结果可知，std = 0.01 时完全无法进行学习。这和刚 才观察到的激活值的分布一样，是因为正向传播中传递的值很小（集中在 0 附近的数据）。因此，逆向传播时求到的梯度也很小，权重几乎不进行更新。 相反，当权重初始值为 Xavier 初始值和 He 初始值时，学习进行得很顺利。

并且，我们发现He 初始值时的学习进度更快一些。

综上，在神经网络的学习中，权重初始值非常重要。很多时候权重初始 值的设定关系到神经网络的学习能否成功。权重初始值的重要性容易被忽视， 而任何事情的开始（初始值）总是关键的， 因此在结束本节之际，再次强调

一下权重初始值的重要性。

**6.3** Batch Normalization

在上一节，我们观察了各层的激活值分布，并从中了解到如果设定了合 适的权重初始值，则各层的激活值分布会有适当的广度，从而可以顺利地进 行学习。那么，为了使各层拥有适当的广度，“强制性”地调整激活值的分布 会怎样呢？实际上， Batch Normalization[11] 方法就是基于这个想法而产生的。

**6.3.1** Batch Normalization 的算法

Batch Normalization（下文简称 Batch Norm）是 2015 年提出的方法。 Batch Norm 虽然是一个问世不久的新方法，但已经被很多研究人员和技术 人员广泛使用。实际上，看一下机器学习竞赛的结果，就会发现很多通过使

用这个方法而获得优异结果的例子。

为什么Batch Norm 这么惹人注目呢？因为Batch Norm 有以下优点。

. 可以使学习快速进行（可以增大学习率）。

. 不那么依赖初始值（对于初始值不用那么神经质）。

. 抑制过拟合（降低Dropout 等的必要性）。
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|  |
| --- |
| ReLU |
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6.3 Batch Normalization ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **185**

考虑到深度学习要花费很多时间，第一个优点令人非常开心。另外，后 两点也可以帮我们消除深度学习的学习中的很多烦恼。

如前所述，Batch Norm 的思路是调整各层的激活值分布使其拥有适当 的广度。为此，要向神经网络中插入对数据分布进行正规化的层，即Batch

Normalization 层（下文简称Batch Norm 层），如图 6-16 所示。
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图 **6-16** 使用了 **Batch Normalization** 的神经网络的例子（**Batch Norm** 层的背景为灰色）

Batch Norm，顾名思义，以进行学习时的mini-batch 为单位，按mini- batch 进行正规化。具体而言，就是进行使数据分布的均值为0、方差为 1 的 正规化。用数学式表示的话，如下所示。
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（6.7）
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式（6.7）所做的是将 mini-batch 的输入数据 {x1 , x2 , ... , xm}变换为均值
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接着， Batch Norm 层会对正规化后的数据进行缩放和平移的变换，用

数学式可以如下表示。
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这里， γ和 β是参数。一开始 γ = 1 ，β = 0，然后再通过学习调整到合 适的值。

上面就是Batch Norm 的算法。这个算法是神经网络上的正向传播。如

果使用第 5 章介绍的计算图， Batch Norm 可以表示为图 6-17。

|  |  |
| --- | --- |
| x  dx  r  dr  β  dβ | (N , D)  (N , D)  out  x  +  \* \*  dout  ˆ2  1 x  (D,) r  -  x-ε    (D,)  β |

图 **6-17 Batch Normalization** 的计算图（引用自文献 **[13]**）

Batch Norm 的反向传播的推导有些复杂，这里我们不进行介绍。不过 如果使用图6-17的计算图来思考的话，Batch Norm 的反向传播或许也能比较 轻松地推导出来。Frederik Kratzert 的博客“Understanding the backward pass through Batch Normalization Layer ”[13] 里有详细说明，感兴趣的读者 可以参考一下。

**6.3.2** Batch Normalization 的评估

现在我们使用 Batch Norm 层进行实验。首先，使用 MNIST 数据集，

① 文献[11]、文献[12] 等中有讨论（做过实验）应该把Batch Normalization 插入到激活函数的前面还是 后面。
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观察使用Batch Norm 层和不使用Batch Norm 层时学习的过程会如何变化（源

代码在ch06/batch\_norm\_test.py 中），结果如图 6-18 所示。

|  |
| --- |
| accuracy    0.1  0 5 10 15 20  Training Accuracy  0.9  0.8  0.7  0.6  0.5  0.4  0.3  0.2  Batch Normalization  Normal(without BatchNorm)  epochs |

图 **6-18** 基于 **Batch Norm**的效果：使用 **Batch Norm** 后，学习进行得更快了

从图 6-18 的结果可知，使用Batch Norm 后，学习进行得更快了。接着， 给予不同的初始值尺度，观察学习的过程如何变化。图 6-19 是权重初始值的

标准差为各种不同的值时的学习过程图。

我们发现，几乎所有的情况下都是使用Batch Norm 时学习进行得更快。 同时也可以发现，实际上，在不使用Batch Norm 的情况下，如果不赋予一

个尺度好的初始值，学习将完全无法进行。

综上，通过使用Batch Norm，可以推动学习的进行。并且，对权重初 始值变得健壮（“对初始值健壮”表示不那么依赖初始值）。Batch Norm 具备

了如此优良的性质， 一定能应用在更多场合中。
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|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1.0  accuracy accuracy accuracy  0.8  0.6  0.4  0.2  0.0  1.0  0.8  0.6  0.4  0.2  0.0  1.0  0.8  0.6  0.4  0.2  0.0 | w:1.0    w:0.0857695898591    w:0.0073564225446   |  | | --- | |  | |  | | w:0.541169526546  w:0.0464158883361  w:0.00398107170553 | w:0.292864456463    w:0.0251188643151    w:0.00215443469003   |  | | --- | |  | |  | | w:0.158483319246   |  | | --- | |  |   w:0.0125935639088    w:0.00116591440118 |
| accuracy  1.0  0.8  0.6  0.4  0.2  0.0  w:0.000341454887383 w:0.000184784979742 w:0.0001   |  | | --- | |  |  |  | | --- | |  | |  |  |  | | --- | |  | |  |   0 5 10 15 20 0 5 10 15 20 0 5 10 15 20  w:0.00063095734448   |  | | --- | |  | |  |   0 5 10 15 20 | | | | |
| epochs | | epochs | epochs | epochs |

图 **6-19** 图中的实线是使用了 **Batch Norm** 时的结果，虚线是没有使用 **Batch Norm**时 的结果：图的标题处标明了权重初始值的标准差

**6.4** 正则化

机器学习的问题中，过拟合是一个很常见的问题。过拟合指的是只能拟 合训练数据，但不能很好地拟合不包含在训练数据中的其他数据的状态。机 器学习的目标是提高泛化能力，即便是没有包含在训练数据里的未观测数据，

也希望模型可以进行正确的识别。我们可以制作复杂的、表现力强的模型，

6.4 正则化 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **189**

但是相应地，抑制过拟合的技巧也很重要。

**6.4.1** 过拟合

发生过拟合的原因，主要有以下两个。

. 模型拥有大量参数、表现力强。

. 训练数据少。

这里，我们故意满足这两个条件，制造过拟合现象。为此，要从 MNIST 数据集原本的 60000 个训练数据中只选定 300 个，并且，为了增加网 络的复杂度，使用 7 层网络（每层有 100 个神经元，激活函数为ReLU）。

下面是用于实验的部分代码（对应文件在ch06/overfit\_weight\_decay.py

中）。首先是用于读入数据的代码。

(x\_train, t\_train), (x\_test, t\_test) = load\_mnist(normalize=True) # 为了再现过拟合，减少学习数据

x\_train = x\_train[:300]

t\_train = t\_train[:300]

接着是进行训练的代码。和之前的代码一样，按epoch 分别算出所有训 练数据和所有测试数据的识别精度。

network = MultiLayerNet(input\_size=784, hidden\_size\_list=[100, 100, 100, 100, 100, 100], output\_size=10)

optimizer = SGD(lr=0.01) # 用学习率为 0.01 的 SGD 更新参数

max\_epochs = 201

train\_size = x\_train.shape[0]

batch\_size = 100

train\_loss\_list = []

train\_acc\_list = []

test\_acc\_list = []

iter\_per\_epoch = max(train\_size / batch\_size, 1)

epoch\_cnt = 0

for i in range(1000000000):

batch\_mask = np.random.choice(train\_size, batch\_size)
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x\_batch = x\_train[batch\_mask]

t\_batch = t\_train[batch\_mask]

grads = network.gradient(x\_batch, t\_batch)

optimizer.update(network.params, grads)

if i % iter\_per\_epoch == 0:

train\_acc = network.accuracy(x\_train, t\_train)

test\_acc = network.accuracy(x\_test, t\_test)

train\_acc\_list.append(train\_acc)

test\_acc\_list.append(test\_acc)

epoch\_cnt += 1

if epoch\_cnt >= max\_epochs:

break

train\_acc\_list 和 test\_acc\_list 中以 epoch 为单位（看完了所有训练数据 的单位）保存识别精度。现在，我们将这些列表（train\_acc\_list、test\_acc\_

list）绘成图，结果如图 6-20 所示。

|  |  |  |
| --- | --- | --- |
| accuracy  1.0  0.8  0.6  0.4  0.2  0.00 50 100 150 20 0   |  |  | | --- | --- | | |  | | --- | | train  test | |   epochs |

图 **6-20** 训练数据（**train**）和测试数据（**test**）的识别精度的变化
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6.4 正则化 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **191**

过了 100 个 epoch 左右后，用训练数据测量到的识别精度几乎都为 100%。但是，对于测试数据，离 100% 的识别精度还有较大的差距。如此大 的识别精度差距，是只拟合了训练数据的结果。从图中可知，模型对训练时

没有使用的一般数据（测试数据）拟合得不是很好。

**6.4.2** 权值衰减

权值衰减是一直以来经常被使用的一种抑制过拟合的方法。该方法通过 在学习的过程中对大的权重进行惩罚，来抑制过拟合。很多过拟合原本就是

因为权重参数取值过大才发生的。
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L2 范数相当于各个元素的平方和。用数学式表示的话，假设有权重 **W** = (w1 , w2 , ... ,wn)，则 L2 范数可用 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHUAAAARCAYAAADjYePwAAAFIElEQVRYhe2Ya4iVRRjHf7uumle2zUsu2oxMVnjZD4YmmroVQaVYGUJlEeGXisSUiEwjDEW6QLLRHaESDSHNsrKVQhO7YIqkhWY78kxW2sXOObq4petuH2bO+u5pd897Lu4m7B9eeGfmmef/zDvzXOYtIQcYpRcBy4DmXOZ1o1MxuSyupFG6DBhunQw4jwZ1owiIvanAXGBtHEGjdCkwE+gDDLRO3sjDtpxhlB4BTAAMsNk6OdgZvF0Bo/RQYAqggW3Wyd70WGlMBaXAeOtkT0zOWUBP62Q9MMYofV1uJueNp4APgReBtzuJs6uwBNgG1ACrowOxNhW4A9iQA+FH4QEYBhzpSNgoPcAofVUO+tvDIuvkNDAE+DWbsFF6YhE4c4JRerBRemQRVC2xThJAOfBndCDupk6zTnbEZbNOzlgnfxul7wVesU7qskwZCkyKq78D3hNG6QrgvvBkw6xCOfOABqoKVWKdnDRK9wcewKfGFmTNqUbpGcDHkXY/4BagyTrZYJTuDdxmnaw3Ss8Haq2TQ0bphcCPQJNReop18kUhizBKG2AasMc62WeUvgKoAHYBzwKL8R76ID6q3Am8VghnV8EoPRqYDGy3TuqM0lV4BzwArLBOHjVKDwIWAhuBOcDL6flxPPVm62RLpD0TqAUeC+2pQDpn9gbGhlA6OBh2E/B9nuuLYhLwM+c8cB6+Gm8CRuOLsuvxa5oD/FMEzk6HUboH3pNP4g8mwMP4A3wWuDrUONVACT41trpilgWBZcDr1kmr3GeUrga2Z/DuBGYAW0O7Gvg8vO8AGkLV+UQW45fiNwLgYmCEUXpURGSVdfJHkC0DPgVWAm+F8WnA8+F9o3VyAliThXMc5z4UwHSj9IpIWzIrdaP0OuBr66Qm0jce2GSdXJYhuwVYZ52sifSlv2/agYYB/TPy+UrrpD6898I7zWp84Qf+QC+wThqN0mvDQX43PP9BGXAjPmw9hA9hUcwGHol2WCe/GKXnBEPBe+pL4X048J5RuifeewZZJ5+1RWydLI8s/HLgWuvkzXZkG43SvweueSEF9ElvOpAKegwwDugLvGOdNGfo2Q/sj/Aut06WtsUZwVIgmdH3LXBrG7ILgKMZnE3AkxHOCUCldfJ+O2ttMEqXAKOsk/1G6UuBlHXSkLHWKnw06oGPWGkno9Q6qQWew3+siyLkE4HdwahMDASOhFAxEvjNKN0Lf41pBgYBCr8JxUIZcDzov5JQ3YZQ74JHzLdONgENwNPFILVODlsnf2X0nY3eCyP9h6yTk0Wg7cO5wzEG+AlaDsR3IXINBl4FTgGVRumWb10ajKkDvqF1FXU3sK4d0seBe/DxfCFwP76S3BD0HQWk4KVFYJ2cAWpCRV0J1BqlZwMjrJNd4fClQ3M9PoxdkLBOjgPrjdJ3AT2BvUbp24F+1skB66QROAx8aZ0IMB44HDy8VfVbAzwDrDZKjwUOhsltke4GdhdxHfX4IqhDWCftHbL0+F6j9BDgBuJ56g/xzCsqEviQ2SGsk+gPhU/aEKnG/3wAHzknAB8AzdFN3QqsMkpPx3vdkjwMzgvWyTHgWKF6jNIKuAZfG0zFF24d8XZYWJ0PhKiY7d4eB5uBdFpYDNSnU2XLiUmkklSUlwMsAr6yTnbmy2aUrsSfpEsqysuTiVTyaJYpBSPk1BfwmzkXsIlUshhXqf8lEqnkqUQq2Rze6xOp5On0WElUMPyh2AdURUrsblzoMEr37WobulEY/gUVON6fL637sQAAAABJRU5ErkJggg==) 计算 出来。除了 L2 范数，还有 L1 范数、L ∞范数等。L1 范数是各个元 素的绝对值之和，相当于 |w1 | + |w2 | + ... + |wn |。L∞范数也称为 Max 范数，相当于各个元素的绝对值中最大的那一个。L2 范数、L1 范数、L∞范数都可以用作正则化项， 它们各有各的特点，不过这里 我们要实现的是比较常用的 L2 范数。

现在我们来进行实验。对于刚刚进行的实验，应用λ = 0.1 的权值衰减， 结果如图 6-21 所示（对应权值衰减的网络在common/multi\_layer\_net.py 中， 用于实验的代码在ch06/overfit\_weight\_decay.py 中）。
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|  |  |
| --- | --- |
| 1.0  accuracy  0.8  0.6  0.4  0.2  0.0 | train test |
| 0 50 100 150 200  epochs | |

图 **6-21** 使用了权值衰减的训练数据（**train**）和测试数据（**test**）的识别精度的变化

如图 6-21 所示，虽然训练数据的识别精度和测试数据的识别精度之间有 差距，但是与没有使用权值衰减的图6-20 的结果相比，差距变小了。这说明 过拟合受到了抑制。此外，还要注意，训练数据的识别精度没有达到 100%（ 1.0）。

**6.4.3** Dropout

作为抑制过拟合的方法，前面我们介绍了为损失函数加上权重的L2 范 数的权值衰减方法。该方法可以简单地实现，在某种程度上能够抑制过拟合。 但是，如果网络的模型变得很复杂，只用权值衰减就难以应对了。在这种情 况下，我们经常会使用Dropout [14] 方法。

Dropout 是一种在学习的过程中随机删除神经元的方法。训练时，随机 选出隐藏层的神经元，然后将其删除。被删除的神经元不再进行信号的传递， 如图 6-22 所示。训练时，每传递一次数据，就会随机选择要删除的神经元。 然后，测试时，虽然会传递所有的神经元信号，但是对于各个神经元的输出，

要乘上训练时的删除比例后再输出。

6.4 正则化 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **193**

|  |
| --- |
|  |

图 **6-22 Dropout** 的概念图（引用自文献 **[14]**）： 左边是一般的神经网络，右边是应用了 **Dropout**的网络。**Dropout**通过随机选择并删除神经元，停止向前传递信号

下面我们来实现Dropout。这里的实现重视易理解性。不过， 因为训练 时如果进行恰当的计算的话，正向传播时单纯地传递数据就可以了（不用乘 以删除比例），所以深度学习的框架中进行了这样的实现。关于高效的实现，

可以参考Chainer 中实现的Dropout。

class Dropout:

def init (self, dropout\_ ratio=0.5):

self.dropout\_ratio = dropout\_ratio

self.mask = None

def forward(self, x, train\_flg=True):

if train\_flg:

self.mask = np.random. rand(\*x.shape) > self.dropout\_ratio

return x \* self.mask

else:

return x \* (1.0 - self.dropout\_ratio)

def backward(self, dout):

return dout \* self.mask

这里的要点是，每次正向传播时，self.mask 中都会以False 的形式保 存要删除的神经元。self.mask 会随机生成和 x 形状相同的数组，并将值比 dropout\_ratio 大的元素设为True。反向传播时的行为和ReLU 相同。也就是说，

正向传播时传递了信号的神经元，反向传播时按原样传递信号；正向传播时
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没有传递信号的神经元，反向传播时信号将停在那里。

现在，我们使用MNIST 数据集进行验证，以确认Dropout 的效果。源代 码在ch06/overfit\_dropout.py 中。另外，源代码中使用了Trainer 类来简化实现。

common/trainer.py 中实现了 Trainer 类。这个类可以负责前面所 进行的网络的学习。详细内容可以参照common/trainer.py 和 ch06/ overfit\_dropout.py。

Dropout 的实验和前面的实验一样，使用7 层网络（每层有 100 个神经元， 激活函数为ReLU），一个使用Dropout，另一个不使用Dropout，实验的结 果如图 6-23 所示。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| accuracy | 1.0  0.8  0.6  0.4  0.2  0.0  0 | 1.0  accuracy  0.8  0.6  0.4  0.2 | | |
| |  | | --- | | train  test |   50 100 150 200 250 300  epochs | 0.0  0 | |  | | --- | | train  test |     50 100 150 200 250 300  epochs |

图 **6-23** 左边没有使用 **Dropout**，右边使用了 **Dropout**（**dropout**\_**rate=0.15**）

图 6-23 中，通过使用Dropout，训练数据和测试数据的识别精度的差距 变小了。并且，训练数据也没有到达 100% 的识别精度。像这样，通过使用 Dropout，即便是表现力强的网络，也可以抑制过拟合。

机器学习中经常使用集成学习。所谓集成学习，就是让多个模型单 独进行学习，推理时再取多个模型的输出的平均值。用神经网络的 语境来说， 比如，准备 5 个结构相同（或者类似）的网络，分别进行 学习，测试时，以这 5 个网络的输出的平均值作为答案。实验告诉我们，
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通过进行集成学习，神经网络的识别精度可以提高好几个百分点。

这个集成学习与 Dropout 有密切的关系。这是因为可以将 Dropout 理解为，通过在学习过程中随机删除神经元，从而每一次都让不同 的模型进行学习。并且，推理时，通过对神经元的输出乘以删除比 例（比如，0.5 等），可以取得模型的平均值。也就是说，可以理解成， Dropout 将集成学习的效果（模拟地）通过一个网络实现了。

**6.5** 超参数的验证

神经网络中，除了权重和偏置等参数，超参数（hyper-parameter）也经 常出现。这里所说的超参数是指， 比如各层的神经元数量、batch 大小、参 数更新时的学习率或权值衰减等。如果这些超参数没有设置合适的值，模型 的性能就会很差。虽然超参数的取值非常重要，但是在决定超参数的过程中

一般会伴随很多的试错。本节将介绍尽可能高效地寻找超参数的值的方法。

**6.5.1** 验证数据

之前我们使用的数据集分成了训练数据和测试数据，训练数据用于学习， 测试数据用于评估泛化能力。由此，就可以评估是否只过度拟合了训练数据 （是否发生了过拟合），以及泛化能力如何等。

下面我们要对超参数设置各种各样的值以进行验证。这里要注意的是，

不能使用测试数据评估超参数的性能。这一点非常重要，但也容易被忽视。

为什么不能用测试数据评估超参数的性能呢？这是因为如果使用测试数 据调整超参数，超参数的值会对测试数据发生过拟合。换句话说，用测试数 据确认超参数的值的“好坏”，就会导致超参数的值被调整为只拟合测试数据。

这样的话，可能就会得到不能拟合其他数据、泛化能力低的模型。

因此，调整超参数时，必须使用超参数专用的确认数据。用于调整超参 数的数据，一般称为验证数据（validation data）。我们使用这个验证数据来 评估超参数的好坏。
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训练数据用于参数（权重和偏置）的学习，验证数据用于超参数的性 能评估。为了确认泛化能力，要在最后使用（比较理想的是只用一次） 测试数据。

根据不同的数据集，有的会事先分成训练数据、验证数据、测试数据三 部分，有的只分成训练数据和测试数据两部分，有的则不进行分割。在这种 情况下，用户需要自行进行分割。如果是MNIST 数据集，获得验证数据的

最简单的方法就是从训练数据中事先分割20% 作为验证数据，代码如下所示。

(x\_train, t\_train), (x\_test, t\_test) = load\_mnist()

# 打乱训练数据

x\_train, t\_train = shuffle\_dataset(x\_train, t\_train)

# 分割验证数据

validation\_rate = 0.20

validation\_num = int(x\_train.shape[0] \* validation\_rate)

x\_val = x\_train[:validation\_num]

t\_val = t\_train[:validation\_num]

x\_train = x\_train[validation\_num:]

t\_train = t\_train[validation\_num:]

这里，分割训练数据前，先打乱了输入数据和教师标签。这是因为数据 集的数据可能存在偏向（比如，数据从“0”到“10”按顺序排列等）。这里使 用的shuffle\_dataset 函数利用了np.random.shuffle，在common/util.py 中有

它的实现。

接下来，我们使用验证数据观察超参数的最优化方法。

**6.5.2** 超参数的最优化

进行超参数的最优化时，逐渐缩小超参数的“好值”的存在范围非常重要。 所谓逐渐缩小范围，是指一开始先大致设定一个范围，从这个范围中随机选 出一个超参数（采样），用这个采样到的值进行识别精度的评估；然后，多次 重复该操作，观察识别精度的结果，根据这个结果缩小超参数的“好值”的范围。

通过重复这一操作，就可以逐渐确定超参数的合适范围。
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有报告 [15] 显示，在进行神经网络的超参数的最优化时，与网格搜索 等有规律的搜索相比，随机采样的搜索方式效果更好。这是因为在 多个超参数中，各个超参数对最终的识别精度的影响程度不同。

超参数的范围只要“大致地指定”就可以了。所谓“大致地指定”，是指 像 0.001（ 10-3）到 1000（ 103）这样，以“10 的阶乘”的尺度指定范围（也表述 为“用对数尺度（log scale）指定”）。

在超参数的最优化中，要注意的是深度学习需要很长时间（比如，几天 或几周）。因此，在超参数的搜索中，需要尽早放弃那些不符合逻辑的超参数。 于是，在超参数的最优化中，减少学习的epoch，缩短一次评估所需的时间 是一个不错的办法。

以上就是超参数的最优化的内容，简单归纳一下，如下所示。

步骤**0**

设定超参数的范围。

步骤**1**

从设定的超参数范围中随机采样。

步骤**2**

使用步骤 1 中采样到的超参数的值进行学习，通过验证数据评估识别精 度（但是要将epoch 设置得很小）。

步骤**3**

重复步骤 1 和步骤2（100 次等），根据它们的识别精度的结果，缩小超参 数的范围。

反复进行上述操作，不断缩小超参数的范围，在缩小到一定程度时，从

该范围中选出一个超参数的值。这就是进行超参数的最优化的一种方法。
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这里介绍的超参数的最优化方法是实践性的方法。不过，这个方 法与其说是科学方法，倒不如说有些实践者的经验的感觉。在超 参数的最优化中，如果需要更精炼的方法，可以使用贝叶斯最优 化（Bayesian optimization）。贝叶斯最优化运用以贝叶斯定理为中 心的数学理论，能够更加严密、高效地进行最优化。详细内容请 参 考 论 文“Practical Bayesian Optimization of Machine Learning Algorithms”[16] 等。

**6.5.3** 超参数最优化的实现

现在，我们使用MNIST 数据集进行超参数的最优化。这里我们将学习 率和控制权值衰减强度的系数（下文称为“权值衰减系数”）这两个超参数的 搜索问题作为对象。这个问题的设定和解决思路参考了斯坦福大学的课程 “CS231n”。

如前所述，通过从 0.001（ 10-3）到 1000（ 103）这样的对数尺度的范围 中随机采样进行超参数的验证。这在 Python 中可以写成10 \*\* np.random. uniform(-3, 3)。在该实验中，权值衰减系数的初始范围为 10-8 到 10-4 ，学 习率的初始范围为 10-6 到 10-2 。此时，超参数的随机采样的代码如下所示。

weight\_decay = 10 \*\* np.random.uniform(-8, -4)

lr = 10 \*\* np.random.uniform(-6, -2)

像这样进行随机采样后，再使用那些值进行学习。之后，多次使用各种 超参数的值重复进行学习，观察合乎逻辑的超参数在哪里。这里省略了具体 实现，只列出了结果。进行超参数最优化的源代码在ch06/hyperparameter\_

optimization.py 中，请大家自由参考。

下面我们就以权值衰减系数为 10-8 到 10-4、学习率为 10-6 到 10-2 的范围

进行实验，结果如图 6-24 所示。

6.5 超参数的验证 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **199**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | 1.0  0.8  0.6  0.4  0.2 | Best-1 | Best-2 | Best-3 | Best-4 | Best-5 | | 0.0  1.0  0.8  0.6  0.4  0.2 | Best-6 | Best-7 | Best-8 | Best-9 | Best-10 | | 0.0  1.0  0.8  0.6  0.4  0.2 | Best-11 | Best-12 | Best-13 | Best-14 | Best-15 | | 0.0  1.0  0.8  0.6  0.4  0.2  0.0 | Best-16 | Best-17 | Best-18 | Best-19 | Best-20 | |

图 **6-24** 实线是验证数据的识别精度，虚线是训练数据的识别精度

图 6-24 中，按识别精度从高到低的顺序排列了验证数据的学习的变化。 从图中可知，直到“Best-5”左右，学习进行得都很顺利。因此，我们来 观察一下“Best-5”之前的超参数的值（学习率和权值衰减系数），结果如下

所示。

Best-1 (val acc:0.83) | lr:0.0092, weight decay:3.86e-07

Best-2 (val acc:0.78) | lr:0.00956, weight decay:6.04e-07

Best-3 (val acc:0.77) | lr:0.00571, weight decay:1.27e-06

Best-4 (val acc:0.74) | lr:0.00626, weight decay:1.43e-05

Best-5 (val acc:0.73) | lr:0.0052, weight decay:8.97e-06

从这个结果可以看出，学习率在 0.001 到 0.01、权值衰减系数在 10-8 到 10-6 之间时，学习可以顺利进行。像这样，观察可以使学习顺利进行的超参

数的范围，从而缩小值的范围。然后，在这个缩小的范围中重复相同的操作。
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这样就能缩小到合适的超参数的存在范围，然后在某个阶段，选择一个最终

的超参数的值。

**6.6** 小结

本章我们介绍了神经网络的学习中的几个重要技巧。参数的更新方法、 权重初始值的赋值方法、Batch Normalization 、Dropout 等，这些都是现代 神经网络中不可或缺的技术。另外，这里介绍的技巧，在最先进的深度学习

中也被频繁使用。

|  |
| --- |
| 本章所学的内容  . 参数 的更新 方法，除了 SGD 之 外，还 有 Momentum 、AdaGrad、 Adam 等方法。  . 权重初始值的赋值方法对进行正确的学习非常重要。  . 作为权重初始值， Xavier 初始值、He 初始值等比较有效。  . 通过使用Batch Normalization，可以加速学习，并且对初始值变得 健壮。  . 抑制过拟合的正则化技术有权值衰减、Dropout 等。  . 逐渐缩小“好值”存在的范围是搜索超参数的一个有效方法。 |

第7章

卷积神经网络

本章的主题是卷积神经网络（Convolutional Neural Network ，**CNN**）。 CNN 被用于图像识别、语音识别等各种场合，在图像识别的比赛中，基于 深度学习的方法几乎都以CNN 为基础。本章将详细介绍CNN 的结构，并用

Python 实现其处理内容。

**7.1** 整体结构

首先，来看一下 CNN 的网络结构，了解 CNN 的大致框架。CNN 和之 前介绍的神经网络一样，可以像乐高积木一样通过组装层来构建。不过， CNN 中新出现了卷积层（Convolution 层）和池化层（Pooling 层）。卷积层和 池化层将在下一节详细介绍，这里我们先看一下如何组装层以构建CNN。

之前介绍的神经网络中，相邻层的所有神经元之间都有连接，这称为全 连接（fully-connected）。另外，我们用 Affine 层实现了全连接层。如果使用 这个Affine 层，一个 5 层的全连接的神经网络就可以通过图 7-1 所示的网络结

构来实现。

如图 7-1 所示，全连接的神经网络中，Affine 层后面跟着激活函数ReLU 层（或者 Sigmoid 层）。这里堆叠了 4 层“Affine-ReLU”组合，然后第 5 层是 Affine 层，最后由Softmax 层输出最终结果（概率）。
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Conv

|  |
| --- |
| Pooling |

|  |
| --- |
| Conv |
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|  |
| --- |
|  |

|  |
| --- |
|  |
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Affine
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|  |
| --- |
|  |
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Affine

Softmax

ReLU
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|  |  |
| --- | --- |
| Affine  ReLU  Affine  ReLU   |  | | --- | |  |   Affine  Affine  Affine ReLU  Softmax  ReLU |

图 **7-1** 基于全连接层（**Aﬃne**层）的网络的例子

那么， CNN 会是什么样的结构呢？图 7-2 是CNN 的一个例子。
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ReLU

图 **7-2** 基于**CNN**的网络的例子：新增了 **Convolution** 层和**Pooling**层（用灰色的方块表示）

如图 7-2 所 示， CNN 中新增了 Convolution 层和 Pooling 层。 CNN 的 层的连接顺序是“Convolution - ReLU -（Pooling）”（Pooling 层有时会被省 略）。这可以理解为之前的“Affine - ReLU”连接被替换成了“Convolution - ReLU -（Pooling）”连接。

还需要注意的是，在图 7-2 的 CNN 中，靠近输出的层中使用了之前 的“Affine - ReLU”组合。此外，最后的输出层中使用了之前的“Affine - Softmax”组合。这些都是一般的CNN 中比较常见的结构。

**7.2** 卷积层

CNN 中出现了一些特有的术语， 比如填充、步幅等。此外，各层中传 递的数据是有形状的数据（比如，3 维数据），这与之前的全连接网络不同， 因此刚开始学习CNN 时可能会感到难以理解。本节我们将花点时间，认真 学习一下CNN 中使用的卷积层的结构。
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**7.2.1** 全连接层存在的问题

之前介绍的全连接的神经网络中使用了全连接层（Affine 层）。在全连接

层中，相邻层的神经元全部连接在一起，输出的数量可以任意决定。

全连接层存在什么问题呢？那就是数据的形状被“忽视”了。比如，输 入数据是图像时，图像通常是高、长、通道方向上的 3 维形状。但是，向全 连接层输入时，需要将 3 维数据拉平为 1 维数据。实际上，前面提到的使用 了 MNIST 数据集的例子中，输入图像就是 1 通道、高 28 像素、长 28 像素 的（1, 28, 28）形状，但却被排成 1 列，以 784 个数据的形式输入到最开始的 Affine 层。

图像是 3 维形状，这个形状中应该含有重要的空间信息。比如，空间上 邻近的像素为相似的值、RBG 的各个通道之间分别有密切的关联性、相距 较远的像素之间没有什么关联等，3 维形状中可能隐藏有值得提取的本质模 式。但是， 因为全连接层会忽视形状，将全部的输入数据作为相同的神经元 （同一维度的神经元）处理，所以无法利用与形状相关的信息。

而卷积层可以保持形状不变。当输入数据是图像时，卷积层会以 3 维 数据的形式接收输入数据，并同样以 3 维数据的形式输出至下一层。因此，

在 CNN 中，可以（有可能）正确理解图像等具有形状的数据。

另外， CNN 中，有时将卷积层的输入输出数据称为特征图（feature map）。其中，卷积层的输入数据称为输入特征图（input feature map），输出 数据称为输出特征图（output feature map）。本书中将“输入输出数据”和“特 征图”作为含义相同的词使用。

**7.2.2** 卷积运算

卷积层进行的处理就是卷积运算。卷积运算相当于图像处理中的“滤波 器运算”。在介绍卷积运算时，我们来看一个具体的例子（图 7-3）。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 |  |  |  | | --- | --- | | 15 | 16 | | 6 | 15 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 3 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 3 | 0 | 1 | | |
| 输入数据 | 滤波器 |

图 **7-3** 卷积运算的例子：用“![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAICAYAAADED76LAAAA80lEQVQYlS3BK07EQAAG4H+edKadabctG0AQgkGiV6wkIQFBVmBAgSIcAA6ARHAJLoACw002hAssdB99dwbD9zEAAJXQoUmslqfcD/vt4Ob4x7hOkBk5I111vK79p9CmiLW4dk1jeo8v5KmZCGAKkWJvbO4oMKUqwXaiLilwwJRz5yzd+ci38O4p95G1u7L6velk9Myb6oL7vvfLYrmRafpo5PBWFovvonZXUqETBOA0ENQGKh5Wm1kV9k8Vj+axcree+JfSocQoy8ZW4B7cIh/pEwp6pOKc5yF7AAACppDE+pB7fwagBiFw7Sr4WbevHlj8AYUMUoc9BAoTAAAAAElFTkSuQmCC) ”符号表示卷积运算

如图 7-3 所示，卷积运算对输入数据应用滤波器。在这个例子中，输入 数据是有高长方向的形状的数据，滤波器也一样，有高长方向上的维度。假 设用（height, width）表示数据和滤波器的形状，则在本例中，输入大小是 (4, 4)，滤波器大小是(3, 3)，输出大小是(2, 2)。另外，有的文献中也会用“核” 这个词来表示这里所说的“滤波器”。

现在来解释一下图 7-3 的卷积运算的例子中都进行了什么样的计算。图 7-4

中展示了卷积运算的计算顺序。

对于输入数据，卷积运算以一定间隔滑动滤波器的窗口并应用。这里所 说的窗口是指图 7-4 中灰色的 3 × 3 的部分。如图 7-4 所示，将各个位置上滤 波器的元素和输入的对应元素相乘，然后再求和（有时将这个计算称为乘积 累加运算）。然后，将这个结果保存到输出的对应位置。将这个过程在所有

位置都进行一遍，就可以得到卷积运算的输出。

在全连接的神经网络中，除了权重参数，还存在偏置。CNN 中，滤波 器的参数就对应之前的权重。并且，CNN 中也存在偏置。图 7-3 的卷积运算 的例子一直展示到了应用滤波器的阶段。包含偏置的卷积运算的处理流如图

7-5 所示。

如图 7-5 所示， 向应用了滤波器的数据加上了偏置。偏置通常只有 1 个 （ 1 × 1）（本例中，相对于应用了滤波器的 4 个数据，偏置只有 1 个），这个值 会被加到应用了滤波器的所有元素上。
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 3 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 3 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 3 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 3 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 3 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 3 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 3 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 3 | 0 | 1 | | |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 |  |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 |  |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 |  |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 | |  | |  |  | | --- | --- | | 15 |  | |  |  | |
|  | |  |  | | --- | --- | | 15 | 16 | |  |  | |
|  | |  |  | | --- | --- | | 15 | 16 | | 6 |  | |
|  | |  |  | | --- | --- | | 15 | 16 | | 6 | 15 | |

图 **7-4** 卷积运算的计算顺序
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![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAIAAAAQCAYAAAA8qK60AAAAKUlEQVQImWP09vFtY2BgYGFhYGDIYGBgYGdigAJ6MlgYGBimMjAwMAMAEDoCmZ955vEAAAAASUVORK5CYII=) 第 7 章 卷积神经网络

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 3 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 3 | 0 | 1 | |  | |  |  | | --- | --- | | 15 | 16 | | 6 | 15 | | + | |  | | --- | | 3 | |  | | |  |  | | --- | --- | | 18 | 19 | | 9 | 18 | |
| 输入数据 滤波器（权重） | 偏置 | | | | | 输出数据 | |

图 **7-5** 卷积运算的偏置：向应用了滤波器的元素加上某个固定值（偏置）

**7.2.3** 填充

在进行卷积层的处理之前，有时要向输入数据的周围填入固定的数据（比 如 0 等），这称为填充（padding），是卷积运算中经常会用到的处理。比如， 在图 7-6 的例子中，对大小为(4, 4) 的输入数据应用了幅度为 1 的填充。“幅 度为 1 的填充”是指用幅度为 1 像素的 0 填充周围。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | | 7 | 12 | 10 | 2 | | 4 | 15 | 16 | 10 | | 10 | 6 | 15 | 6 | | 8 | 10 | 4 | 3 |  |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | |  |  |  |  |  |  | |  | 1 | 2 | 3 | 0 |  | |  | 0 | 1 | 2 | 3 |  | |  | 3 | 0 | 1 | 2 |  | |  | 2 | 3 | 0 | 1 |  | |  |  |  |  |  |  | | | |
| (4, 4)  输入数据（padding:1） | (3, 3)  滤波器 | (4, 4)  输出数据 |

图 **7-6** 卷积运算的填充处理：向输入数据的周围填入 **0**（图中用虚线表示填充，并省略了 填充的内容“**0**”）

如图 7-6 所示，通过填充，大小为(4, 4) 的输入数据变成了(6, 6) 的形状。 然后，应用大小为(3, 3) 的滤波器，生成了大小为(4, 4) 的输出数据。这个例 子中将填充设成了1，不过填充的值也可以设置成2、3 等任意的整数。在图7-5 的例子中，如果将填充设为 2，则输入数据的大小变为(8, 8)；如果将填充设 为 3，则大小变为(10, 10)。
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使用填充主要是为了调整输出的大小。比如，对大小为 (4, 4) 的输入 数据应用 (3, 3) 的滤波器时，输出大小变为 (2, 2)，相当于输出大小 比输入大小缩小了 2 个元素。这在反复进行多次卷积运算的深度网 络中会成为问题。为什么呢？因为如果每次进行卷积运算都会缩小 空间，那么在某个时刻输出大小就有可能变为 1，导致无法再应用 卷积运算。为了避免出现这样的情况，就要使用填充。在刚才的例 子中，将填充的幅度设为 1，那么相对于输入大小 (4, 4)，输出大小 也保持为原来的 (4, 4)。因此，卷积运算就可以在保持空间大小不变 的情况下将数据传给下一层。

**7.2.4** 步幅

应用滤波器的位置间隔称为步幅（stride）。之前的例子中步幅都是 1，如 果将步幅设为 2，则如图 7-7 所示，应用滤波器的窗口的间隔变为 2 个元素。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 步幅: 2 | |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | | 1 | 2 | 3 | 0 | 1 | 2 | 3 | | 0 | 1 | 2 | 3 | 0 | 1 | 2 | | 3 | 0 | 1 | 2 | 3 | 0 | 1 | | 2 | 3 | 0 | 1 | 2 | 3 | 0 | | 1 | 2 | 3 | 0 | 1 | 2 | 3 | | 0 | 1 | 2 | 3 | 0 | 1 | 2 | | 3 | 0 | 1 | 2 | 3 | 0 | 1 |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | |  | |  | | | | | | 1 | 2 | 3 | 0 | 1 | 2 | 3 | | 0 | 1 | 2 | 3 | 0 | 1 | 2 | | 3 | 0 | 1 | 2 | 3 | 0 | 1 | | 2 | 3 | 0 | 1 | 2 | 3 | 0 | | 1 | 2 | 3 | 0 | 1 | 2 | 3 | | 0 | 1 | 2 | 3 | 0 | 1 | 2 | | 3 | 0 | 1 | 2 | 3 | 0 | 1 | |  | |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 | |  | |  |  |  | | --- | --- | --- | | 15 |  |  | |  |  |  | |  |  |  | |
|  | |  |  |  | | --- | --- | --- | | 2 | 0 | 1 | | 0 | 1 | 2 | | 1 | 0 | 2 | |  | |  |  |  | | --- | --- | --- | | 15 | 17 |  | |  |  |  | |  |  |  | |

图 **7-7** 步幅为 **2** 的卷积运算的例子

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)
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1 第 7 章 卷积神经网络

在图 7-7 的例子中，对输入大小为(7, 7) 的数据，以步幅2 应用了滤波器。 通过将步幅设为 2，输出大小变为(3, 3)。像这样，步幅可以指定应用滤波器 的间隔。

综上，增大步幅后，输出大小会变小。而增大填充后，输出大小会变大。 如果将这样的关系写成算式，会如何呢？接下来，我们看一下对于填充和步

幅，如何计算输出大小。

这里，假设输入大小为(H, W)，滤波器大小为(FH, FW)，输出大小为 (OH, OW)，填充为 P，步幅为 S。此时，输出大小可通过式(7.1) 进行计算。

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAKCAYAAACNMs+9AAAA2klEQVQYlXXQIUsEYRjE8d/tFcHyssG6e6yabCqI1SJmqzY/glW70aRwwWC4KBgMBr+C0bK4L1hldwVRj+OwrHAc59PmmT/DMD1zV2T5CvY7+Yn7Mlbj3gzQwxneMSxj9V1k+Q7Ocdj/A9MQrvFcxmpYt80E6rZ5S0PYwmrSpR1jUMbqdr4KXrGXdOIUowUQDDBOiixfxwae/gEP8JhguXvEBQtsIsVNghc0yOegJVziqIzVV79um0kaQoOTNIS7um2mRZav4QJXZaweYHbHXWzjA1OMylj9/Pm/R8VDX1dupL0AAAAASUVORK5CYII=)H = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFIAAAAbCAYAAADve9g/AAAD7ElEQVRoge2ZTYgcRRTHf7M7MWKy7riSmBVNlRaYkEXjVxSU1YnrV8RFb6KgCJvcBEU8CHpQRCGgByEgXtWD+IGKHvwK2Y0bQTQkogeNPqyXBPMh4kp0dTMb46GrsdKZnp4loz3C/C4z/fp1vX/9qa7qrq4QcMYOAxuABtAPbAeOAONR7FNRv4cO4IxdBcyI+kOZ+HCoWQH+CuEG8IWo/7oTtaM6N+acPijqP4ryCn2pZBq/GngXcKL+SIhdDOwAVor6mQJx54n6/QU5g8AE8BlwE3AhMCHqG1HOlcA7gBX1DWfs2cCLwNui/pVW7beLM7YCXA+8DhjgGNAHXBX03BflFvrSl2n/WmAqTQ5cA3xSZGLgwTZyHgU+F/U7RP0TwEXAXU10TKbmivqfga3AA2203xai/jhwBbBN1M+K+jlR/4eonwKmmuhp6UvWyDowmYmtbxI7FQ4Ca6Pj/SSjskjHOPBeB3WkdaYAnLHLnLGXhPh0G3pO8KWa/nHG9gHXAV85YzdFF9wAPHvqmhNE/fNRzQESU5+KYpWg4zln7ApgOXArsBN4plM6Qn9HgQ+csbeQTDcTQeO3mbxCX6rRicuAP0X9Y1Ejq4HTgF05YlYC50ShFc7YddFxQ9TvbtGfp4HHRf2XUSwdFYuBEWAO2CLqZ3M0jABn5LQ/L+qbaifpb4Nk7qsCP2Zu3Tiv0JfYyDrJihQzCkyL+mM5YpYBF0THg5njOaCpkc7YjSTzzpuZU3Vgu6jfmlMzy/nAmTnn5skZBKHOpKjXoOflFnmFvmSNfD9zwRiwLacAon4nyS1HELNO1L+Wlx/ljQPfiPrpcOvcE63GdRYwJ4v6rOZ2qRP1N/SlMC9wki/VME+tIXH5VWfsUuA4sCpc8KEzdiBn2C8YZ+xtwBbggDMWYAB4JNQdIXkkecsZu1TU/9aJmpn6cX/fcMYOi/oDBXmFvlSBRSQPvuvD/3SU9gM3h9iiDvble+DuTGw3cHrQMfYv1IyJ+9sf6hbl/Re+/EN4SO3Ro0fpVJyxGzhx9e6xcH6vAveT/0Dboz1OWvV79CiXSnFKeThjq8BDwGGS9+IlwBpR/3CpwprQ7YvMZuCldFMjbLBeXq6k5mT3I7uG8Io2ltkZ2kuLd/8y6S9bQB5DtVoV2DxUqw0O1Wo/DdVqh4BZYM8vv87k7UaVRteOyLD/eC/Jh6ddwA/AWlF/tFRhOXT1YpPijF0OPAmcK+rvKFtPM7pyRDpjz3LG3p4ei/rDJFtv8+Wpak23rtqjJLvvMXcCL5SgpS261chLgaPO2AngO5IPZPtE/cflyvqf4YxdEn4XO2NXO2PzNl+7hr8BbqtoCAEUCr4AAAAASUVORK5CYII=) + 1

oW = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFcAAAAaCAYAAADCDsDeAAAEYElEQVRoge2Zf2iVVRjHP1ubS2zstrHMNJ6njmuUuAhXFLZ2y7BfVgbRygix6BfVH/2R1R/1R5Al/REERZLIViAW4tIIySKycDDFflCujE47J9TGxlqBudKB/fG+b5693O3e2rXr4n7+ue95zvO853vOfd7n/XEqjGgt8CRwM7AeWAecBawGLgG6rHfrAYzoM8CVwFrr3cdMESPaBFwFzAZ2W+8+SvXfATwC7AM+ByqBxcBr1rveqY4fj1EBPADcB+wAPFABnA3cDlwMXA88C3wJvG69+8qI3g08DWwD3rDe9RvRK4C1wHbgpWSAhUZ0JD0xI7o3ZbvGiJ5fgODzjOjiPD5zjeg98XGVEe0xoity+B00oi1B+wwjOmpE5+XTUShGtM6IHjOiDSn7c8FxT/xnh/0jRrQ1aNcY0ZVJuzL+HQQyRrQ6iG0DGoPAGUCj9e7HAvQ2AOfm8ckCjwFY78aATqIMCsVfANQAXwfmmcAMINQ6VdqAPuvdcDxuJrZ/F/gMMn49lgJHQhtwK7ApaSSLOwwcTxyN6LXAlhyBW4swkYStwKNBuwEYSflkgU+td8cD2/NEZam/iFqywE6Ishi4BcB6tzHwGeLE+swE6oAfAttcYNh692cSUBWfZCwuC41G9BeiiX4InB7X5FnAb9a7P4o1G+vdYWB3LCwD3JVMKuBqYDQuFzWxjm7r3fZi6YjJAr1G9H5gFfBQDp8honsRwHJgM9AR2JZY794MA6pSwY3AhUA3cBQYi21t1ruuiZQZ0XOAxwPTbOBMI7oosHVZ777JEVsJvAg8aL1zqe524LZCbl5xjV8+ictG690XOeLqiG5a11nvho3oUcaXoYQhoMmIKnDIenfMiA4SJeRlwJ50QLi4g8AiYE+S2kZ0GLiB+JKZCOvdIeCJQHArMN96t2niqL9ZDbxsvdtvRC+y3vXF52gGaoG9k0af0LAL2FWIb4px9RZ4J1WGEpKam7Xedca2IUCAZuvdW+mAyuB4CGhNPWINApor44qBEX0KOADMMaJLgGVBdzvQE9/sTibtwCdJw3o3OoHfENACfJayZYH3cgWEmXsQeDXV/y3RJVt0jOilwI1Ez5QJG+K+FcDlQL8RXWq923ESxq8GVhJl3gEj2mG9e3uSkEFgnfXOpmxrrHe/5husIoetMpdvPozoAiO6LL/n9CK9RrnWrEyZMmUmocKIdhK9UpYpLpuriL7qFPM9vUxEX6kF/K+ZVo8S8VeyFqAXGAAarHcDpVU1Mf/qOfa/xohWGtE1gALvAwuBD4i+TJWZCkb0XiPakbJtKJWeQpkWmQvcBKQ/d75bCiH/hNNKLaAQ6jOZ+cAr9ZlMU30mU1ufyXxvvdtXal35mC6Z+wLRFlA10cbfzvJ7fREwonNS7VlG9CcjakqlqVCmQ+beGTasd78D+4GfSyOncE7pxY13nB+O9/ES2ypgi/XuSOmUFcYpXbeM6AJgHtAMHCbapByw3nWXVFiB/AV/Gk9do7MtWwAAAABJRU5ErkJggg==) + 1

(7.1)

现在，我们使用这个算式，试着做几个计算。

例**1**：图 **7-6**的例子

输入大小： (4, 4)；填充： 1；步幅： 1 ；滤波器大小： (3, 3)

4 ＋ 2 . 1 - 3

OH = ＋ 1 = 4

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAJCAYAAAD6reaeAAAAU0lEQVQImWNmgAJleQU3IQEB9vcfP7xmUZZXUGNgYHBhYGBIYGBgqGVgYLjGcvfhg1sMDAy3lOUVPGC6mBiwAFoIMirLK8hBnRTCwMBwnYGB4SQAgSAO5lAd43IAAAAASUVORK5CYII=)

4 ＋ 2 . 1 - 3

ow = ＋ 1 = 4

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAUAAAAKCAYAAAB8OZQwAAAAVUlEQVQImbXKsQmAQBAF0fHkMF0uOYz+wgaGliF2YA92p/0dJgoGpr5wGLiFvIa8AqSQTyHfgROYeQv5EfIFIPHhj9iHfCxmK7ABuZi1LuQZGID2jBe7Hwjq9lO9nwAAAABJRU5ErkJggg==)

例**2**：图 **7-7**的例子

输入大小： (7, 7)；填充： 0；步幅： 2 ；滤波器大小： (3, 3)

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAkAAAAKCAYAAABmBXS+AAAAtElEQVQYlXXOMUoDQRgF4G9HbcQ6VmFH9wDWJp2pPICeI2ew9AZKQCEp0qcQ0tmksPEEAzNNsNBOAikEmxWWqK/9v/f4K22aOu7hGj18oI+3VPJD1YIjTHGTSn7tFCd4Dk0d97HAfRe0mWEccIWDVPKT3/nCScAYyz8ADLEOOMPqH3SJScAG291rU8cBTn/QHBc7oIdbjFLJn1VTx0M8tn+94BwRd6nkDFWn3ccxcir5vbv8DeXzMQCOwK4DAAAAAElFTkSuQmCC)H = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAaCAYAAAAOl/o1AAAC8klEQVRYhe2YW4iNURTHf0cj4zJJcnkZa7FcMg+eMIkYSZIwwnhwe/EikRelZAiJKLwrkYTJpSgPLnkQDQ8optDO3k/G9YFyC+Ph7PKdacb5TufoO2X+deqs9a31///P6tv729/JAZjoRuAz8Ik/eOmCf0iZMNF5wFhgCHDaBf+uxP6ZQD2QA9pc8D/K9RR5FWgEBgPtLvinAP3i9bnAcmB9/OwBaosQrkwhuhh464I/DtwH2k20rgTTLcB0F/xZ4B5wOm1vEV4BdrjgzwFngEsmOgP+DKTNBb/EBb8U2AAcdsHfK8LbmEJ7EzAVwAV/F/gALCnB+1bgYuz3QH38MeUiBwyNvF+jr/EANTHZliheAxyrgChAK/AqEdeRX5pFYaL9yQ/9dSLdCTQBJ8sxFYfbEnUmk78xzkEcSMLECuCBC/5XOYIJ4fsJ7mXAM+ByyvYB0WhXItdFkaVcCuKSXAQcccF/h24DAbYA83tpbgZmJlKzTfRQIv7igm/tpbceWA2sccF39VTTA3rbPH924x4M7P4LT4cL/kRPF1zw5030AnDHRH8UrBQTHWaij1KaxUQPp6wbYaL7TLQ2xhNK0Og00ZGJ+LqJLkzb/xfeBSa6LhEfMNEbUHiHNAFfyxXrJlwH7AROAQ0mOo78BvYiJcU1oAF4E+ORwK0KWJtD4RFjNPAECgdSC3ysgFgS26P4nERuQYn9O0x0APmn1XYX/LcK+DoEtJjoKmAUMBDYXFBhojkTHZiW0UR3VcBYWq1hJtp9v6sE7yATHVJp3j704T9CzkRbgSlZG6kS7K0BbgMdGRupFnRmbaAP1Y5cluLxwLUB+E7+4HXVBX8lS0+ZwkR3mujw+H24ib430YlZeupXvOSfohFYC+CCfw88B2Zlaajix+ES0Ux8nY+vDQI8ztRRtcBE95vo5uKV/wFMtNlEt2XtoypgorPjX5eYaI2JNmXpJ+vH7jTgINAeU2OAoy74B1l5ynpTnQTcTMQdZPwa8RteT8n0PLqBCgAAAABJRU5ErkJggg==) ＋1 = 3

ow = ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEQAAAAaCAYAAAAOl/o1AAADXElEQVRYhe3ZT6iUVRjH8c/Vm2VWXBPNyjgHTrWoK0RZWRBWhmSQUGFtXBhFtKhNgZXWKoIgCFu1qEWWhQllIFSEChVF26BFEW+cF6MItasp/su0xbzX+3qduTPTHRup+4WBOec8f37zvO8573vODEAK8T7sxn5j7CnKvNMkSSFeg1uxF1uLMh/p0j/iZuwqyrxjsnpqcYdwF2Zge1Hm32BaNb4ar+Od6vMxrmsTcGkHSW/DgqLMb2I6vkwhzuhC9J14BJtxMIW4vlPfNnEvwTp8iE+wPYU4zFhBthRlHi7KvBCL8WJR5q1t4i7vIPdTmAVFmd/HuVjRhfbn8HZR5hNFmb/BLSnEeV34t2I27ijKfLwo8wj24SYYrAw21owfxhs9SAob8FOtPVDLOSEpxEHcjp9r3b9o3ObvTUZUUebvsajKMx9D+MCouKLMx6rBJfix23k+QeKPRr9X0+cAtnTofl6l73it7y9c2AttlaYHsRJrizLv4/SrtQ73t3BerqpqxeIU4gu19uGizK+08B3CM3igWbFTiJs0Ftx3a93Hx9s1608hno+nW9jSuMCbmg0UZd6cQtyKr1OII0WZvzhZkBTiLMwrynygReAd+KrWnovX2v2AFOJMrMXqosy7U4iXFmX+dZzZW/hhnNiDKcTfcQFGizhL42k43q6uYzx/NtF0A2YXZd5WlPlQCvEzPI9l9TtkSS3xaVRX9uR4CvFoUeY/JhAihXiOxsK6HsdSiNdrFPKUghRl/rRFiM9xFfZU7cuxrYm2CXU0YRVO1GJdhJ2cOmXm4lCXgdvxMh7Ds7W+4S7812BNCnE3lmF9Ueb9bXw64VXck0K8EZdhocZaMkYKcWYK8YpOI6YQm64XvSaFOD2FuKhHj9t63MEU4nAK8dpeBez4BWuKKf47DKQQVyP1W8hZwoZBHMPRfis5S2j1MjjFFBUD/RaQQlyBeZiPDb04lJoM09qbnDlSiCvxXXWANLrJmt1PTX0tCB5XHTQVZf5W47zj3n4K6uiw5gzyJHbV2nOMbeT+36QQV6UQN7a3PLP0e8qAFOLVuBuP9ltL3wuSQlyAhzQOkA73bPf5D5nez+QpxDl4SeOvgHjx0NBSHBnZtzf3S1O/F9UncCXqZ7MrW9j+K/wNzAgFbLhCmpgAAAAASUVORK5CYII=) ＋1 = 3

例**3**

输入大小： (28, 31)；填充： 2；步幅： 3；滤波器大小： (5, 5)
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如这些例子所示，通过在式（7.1）中代入值，就可以计算输出大小。这

里需要注意的是，虽然只要代入值就可以计算输出大小，但是所设定的值必

须使式（7.1）中的

和

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAAQCAYAAACoTgdGAAAC9klEQVRIidXWS6hXVRQG8N/N28ssbxY1kNrbtqOgaNSgBB9JL0qixgZBJbcCZ00CK6hBsyyImhRFigmFkygaRFmCvSizrpRu3FtTpEjUa6nZa3DOX07HW3kh/tI3Omuvdb71rX32WvuM6CCFuAI34elcy8YU4kpcj9W5lk292KtyLVt7a7NwOy7CllzLBx3fEjyKFzCCK/FqrmWbU0QK8SEsxIZ26WpM5Fpebv0L8DhezLWsSSEuwio8n2tZP9rj249tuZaNrX0AX/YLbXEztvbWnsRjOIi3UogP51q2tL4dmMy1rG2FXYPVuPFUi8X32J5rWdPaa1KIyzv+Cczs+LdjJNeyHvrFLsYnKcQrWvtWPDsNMa/jSK7l9xTiIZzT8S3C+5BCnIHleG4a3AOODSnE2bgz1/IS3uz4F+Lrjv7bBjk5udjrsBaXdOwTO5dCXIgzW3N+CnFp+3wg1/Lp4ES0R3ZHruWjDvdiTKQQ78BZmlbZ3cYnzJuiuL25lomevk14UHuqci37ezm+6Oi/BU+dVGwK8VIczrV82Nrz8E2u5ZcO2Y+dYn9ubTjc4VmC87AqhTgv17KzdV2LFT2+AX7qcHUx2dM32fbiGH6dIn4BHsm1TLbvXI7Nfyk2hXgh7sGulmhU80V3pRAvyLUcglzLV53kS3Mtn3czpRDvxrimV8axMoV4NpbiN1yMvX2FuZZ92DeF+AHvQN93KcS5uZY9Pf+o5gifj7EU4jEswR+aYbnnRLGtkHV4DcfboFc0U/P434mYAu/h424dmIFtWIZj0+DqYqBv3T9w7NRs6lGN/m81PXt0EDCSQjxXswvTxVztjv1PsGcUs/DA6VYyBLw7cjqyphBvwGzNAJrMtWz+l1f+E5wxjCRdpBDvw+5cyxuan5a7hpW7f88OA8s0gxA+0wzBoWDGsBINMGds7AiemTM2dq/mb+vtYWsYClKIl3WeZ6YQ3xlm/mH37HgKsXtshzKYBhh2z/6A+1OIBzVX3hPDTP4nQ/kBK6+XHWAAAAAASUVORK5CYII=)

分别可以除尽。当输出大小无法

除尽时（结果是小数时），需要采取报错等对策。顺便说一下，根据深度学习 的框架的不同，当值无法除尽时，有时会向最接近的整数四舍五入，不进行

报错而继续运行。

**7.2.5** 3 维数据的卷积运算

之前的卷积运算的例子都是以有高、长方向的2维形状为对象的。但是， 图像是3维数据，除了高、长方向之外，还需要处理通道方向。这里，我们按

照与之前相同的顺序，看一下对加上了通道方向的3维数据进行卷积运算的例子。

图 7-8 是卷积运算的例子，图7-9 是计算顺序。这里以3 通道的数据为例， 展示了卷积运算的结果。和 2 维数据时（图 7-3 的例子）相比，可以发现纵深 方向（通道方向）上特征图增加了。通道方向上有多个特征图时，会按通道

进行输入数据和滤波器的卷积运算，并将结果相加，从而得到输出。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 0 6 5  2 2 2 3  1 1 1 0  0 3 0 1  1 2 3 0  0 1 2 3  3 0 1 2   |  | | --- | |  | |  | |  |  |  |  |  |  | | --- | --- | --- | --- | | 2 | 3 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 4 | 2 | 1 | 2 | | 5 | 2 | 2 |  | | 6 | 1 | 1 |  | | \* | 3 | 0 |  |   输入数据 | |  |  |  | | --- | --- | --- | | 0 | 1 |  | | 1 | 1 |  | | 3 | 0 | 0 |   3  2   |  |  |  | | --- | --- | --- | | 2 | 0 |  | | 0 | 1 | 2 | | 1 | 0 | 2 |   1  4 0 2  0 1 0  2 0 2    滤波器 |  | |  |  | | --- | --- | | 63 | 55 | | 18 | 51 | |
| 输出数据 | |

图 **7-8** 对 **3**维数据进行卷积运算的例子
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 0 6 5  2 2 2  1 1 1  0 3 0  1 2 3 0  0 1 2 3  3 0 1 2  2 3 0 1  3 0 6 5  2 2 2  1 1 1  0 3 0  1 2 3 0  0 1 2 3  3 0 1 2  2 3 0 1  3 0 6 5  2 2 2  1 1 1  0 3 0  1 2 3 0  0 1 2 3  3 0 1 2  2 3 0 1  3 0 6 5  2 2 2  1 1 1  0 3 0  1 2 3 0  0 1 2 3  3 0 1 2  2 3 0 1   |  |  |  |  | | --- | --- | --- | --- | | 4 | 2 | 1 | 2 | | 5 | 2 | 2 |  | | 6 | 1 | 1 |  | | \* | 3 | 0 |  |  |  |  |  |  | | --- | --- | --- | --- | | 4 | 2 | 1 | 2 | | 5 | 2 | 2 | 4 | | 6 | 1 | 1 | 2 | | \* | 3 | 0 | 5 |  |  |  |  |  | | --- | --- | --- | --- | | 4 | 2 | 1 | 2 | | 5 | 2 | 2 | 4 | | 6 | 1 | 1 | 2 | | \* | 3 | 0 | 5 |  |  |  |  |  | | --- | --- | --- | --- | | 4 | 2 | 1 | 2 | | 5 | 2 | 2 | 4 | | 6 | 1 | 1 | 2 | | \* | 3 | 0 | 5 | |  | 0 1 3  1 1 2  3 0 0  2 0 1  0 1 2  1 0 2   |  |  |  | | --- | --- | --- | | 4 | 0 | 2 | | 0 | 1 | 0 | | 2 | 0 | 2 | |  | |  |  | | --- | --- | | 63 |  | |  |  | |
|  | 0 1 3  1 1 2  3 0 0  2 0 1  0 1 2  1 0 2  0 1 3  1 1 2  3 0  2 0 1  0 1 2  1 0 2   |  |  |  | | --- | --- | --- | | 4 | 0 | 2 | | 0 | 1 | 0 | | 2 | 0 | 2 |  |  |  |  | | --- | --- | --- | | 4 | 0 | 2 | | 0 | 1 | 0 | | 2 | 0 |  | |  | |  |  | | --- | --- | | 63 | 55 | |  |  | |
|  | |  |  | | --- | --- | | 63 | 55 | | 18 |  | |
|  | 0 1 3  1 1  3 0  2 0 1  0 1 2  1 0 2   |  |  |  | | --- | --- | --- | | 4 | 0 | 2 | | 0 | 1 |  | | 2 | 0 |  | |  | |  |  | | --- | --- | | 63 | 55 | | 18 | 51 | |

图 **7-9** 对 **3**维数据进行卷积运算的计算顺序

7.2 卷积层 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **211**

需要注意的是，在 3 维数据的卷积运算中，输入数据和滤波器的通道数 要设为相同的值。在这个例子中，输入数据和滤波器的通道数一致，均为 3。 滤波器大小可以设定为任意值（不过，每个通道的滤波器大小要全部相同）。 这个例子中滤波器大小为(3, 3)，但也可以设定为(2, 2) 、(1, 1) 、(5, 5) 等任 意值。再强调一下，通道数只能设定为和输入数据的通道数相同的值（本例 中为 3）。

**7.2.6** 结合方块思考

将数据和滤波器结合长方体的方块来考虑，3 维数据的卷积运算会很 容易理解。方块是如图 7-10 所示的 3 维长方体。把 3 维数据表示为多维数组 时，书写顺序为（channel, height, width）。比如，通道数为 C、高度为 H、 长度为 W 的数据的形状可以写成（C, H, W）。滤波器也一样，要按（channel, height, width）的顺序书写。比如，通道数为 C、滤波器高度为 FH（Filter Height）、长度为FW（Filter Width）时，可以写成（C, FH, FW）。

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| C  H    W | | C  FH    FW | |  | | OH | OW |
| (C, H, W)  输入数据 |  | | (C, FH, FW)  滤波器 | | (1, OH, OW)  输出数据 | | |

图 **7-10** 结合方块思考卷积运算。请注意方块的形状

在这个例子中，数据输出是 1 张特征图。所谓 1 张特征图，换句话说，

就是通道数为 1 的特征图。那么，如果要在通道方向上也拥有多个卷积运算
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的输出，该怎么做呢？ 为此，就需要用到多个滤波器（权重）。用图表示的话，

如图 7-11 所示。

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| FW | | | | | |
| C  H | | C    FN个  FH  OH | | FN      OW | |
| W | |
| (C, H, W)  输入数据 |  | | (FN, C, FH, FW)  滤波器 | | (FN, OH, OW)  输出数据 |

图 **7-11** 基于多个滤波器的卷积运算的例子

图 7-11 中，通过应用FN个滤波器，输出特征图也生成了 FN个。如果 将这FN个特征图汇集在一起，就得到了形状为(FN,OH, OW) 的方块。将 这个方块传给下一层，就是CNN 的处理流。

如图 7-11 所示，关于卷积运算的滤波器，也必须考虑滤波器的数 量。因此，作为 4 维数据，滤波器的权重数据要按 (output\_channel, input\_ channel, height, width) 的顺序书写。比如，通道数为 3、大小为 5 × 5 的滤 波器有 20 个时，可以写成(20, 3, 5, 5)。

卷积运算中（和全连接层一样）存在偏置。在图 7-11 的例子中，如果进

一步追加偏置的加法运算处理，则结果如下面的图 7-12 所示。

图 7-12 中，每个通道只有一个偏置。这里，偏置的形状是 (FN, 1, 1)， 滤波器的输出结果的形状是(FN,OH, OW)。这两个方块相加时，要对滤波 器的输出结果(FN,OH, OW)按通道加上相同的偏置值。另外，不同形状的 方块相加时，可以基于NumPy 的广播功能轻松实现（1.5.5 节）。
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图 **7-12** 卷积运算的处理流（追加了偏置项）

**7.2.7** 批处理

神经网络的处理中进行了将输入数据打包的批处理。之前的全连接神经 网络的实现也对应了批处理，通过批处理，能够实现处理的高效化和学习时

对mini-batch 的对应。

我们希望卷积运算也同样对应批处理。为此，需要将在各层间传递的数 据保存为 4 维数据。具体地讲，就是按 (batch\_num, channel, height, width) 的顺序保存数据。比如，将图 7-12 中的处理改成对N个数据进行批处理时，

数据的形状如图 7-13 所示。

图 7-13 的批处理版的数据流中，在各个数据的开头添加了批用的维度。 像这样，数据作为 4 维的形状在各层间传递。这里需要注意的是， 网络间传 递的是 4 维数据，对这N个数据进行了卷积运算。也就是说，批处理将N次

的处理汇总成了 1 次进行。

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| C  H      W   |  | | --- | | N 个数据 | | FW  C  FN 个  FN  FH  OH  \*    OW   |  | | --- | | N 个数据 | | + | FN  14    1 | FN  OH    OW   |  | | --- | | N 个数据 | | |
| (N, C, H, W) \* (FN, C, FH, FW)  (N, FN, OH, OW) + (FN, 1, 1)  输入数据 滤波器 偏置 | | | | | (N, FN, OH, OW)  输出数据 |

图 **7-13** 卷积运算的处理流（批处理）
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**7.3** 池化层

池化是缩小高、长方向上的空间的运算。比如，如图7-14 所示，进行将

2 × 2 的区域集约成 1 个元素的处理，缩小空间大小。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 1 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 4 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 1 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 4 | 0 | 1 | |  | |  |  | | --- | --- | | 2 |  | |  |  | | 1 2   |  |  |  |  | | --- | --- | --- | --- | |  |  | 1 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 |  | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 1 | 0 | | 0 | 1 | 2 | 3 | | 3 | 0 | 1 | 2 | | 2 | 4 | 0 | 1 | |  | |  |  | | --- | --- | | 2 | 3 | | 4 |  | |
|  | |  |  | | --- | --- | | 2 | 3 | |  |  | |  | |  |  | | --- | --- | | 2 | 3 | | 4 | 2 | |

图 **7-14 Max** 池化的处理顺序

图 7-14 的例子是按步幅 2 进行 2 × 2 的 Max 池化时的处理顺序。“Max 池化”是获取最大值的运算，“2 × 2”表示目标区域的大小。如图所示，从 2 × 2 的区域中取出最大的元素。此外，这个例子中将步幅设为了 2，所以 2 × 2 的窗口的移动间隔为 2 个元素。另外，一般来说，池化的窗口大小会 和步幅设定成相同的值。比如，3 × 3 的窗口的步幅会设为 3 ，4 × 4 的窗口

的步幅会设为 4 等。

除了 Max 池化之外，还有 Average 池化等。相对于 Max 池化是从 目标区域中取出最大值，Average 池化则是计算目标区域的平均值。 在图像识别领域，主要使用 Max 池化。因此，本书中说到“池化层” 时，指的是 Max 池化。
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池化层的特征

池化层有以下特征。

没有要学习的参数

池化层和卷积层不同，没有要学习的参数。池化只是从目标区域中取最 大值（或者平均值），所以不存在要学习的参数。

通道数不发生变化

经过池化运算，输入数据和输出数据的通道数不会发生变化。如图7-15 所示，计算是按通道独立进行的。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3 0 6 5  2 2 2 3  1 1 1 0  0 3 0 1  1 2 1 0  0 1 2 3  3 0 1 2  2 4 0 1   |  |  |  |  | | --- | --- | --- | --- | | 4 2 | | 1 | 2 | |  |  |  | 4 | |  |  |  | 2 | |  |  |  | 5 |   2  5  2  0  1  (  3  6  1 |  | | 3 6  0 2   |  |  | | --- | --- | | 2 | 3 | | 4 | 2 |  |  |  | | --- | --- | | 4 | 4 | | 0 | 5 | |
| 输入数据 | | 输出数据 | |

图 **7-15** 池化中通道数不变

对微小的位置变化具有鲁棒性（健壮）

输入数据发生微小偏差时，池化仍会返回相同的结果。因此，池化对 输入数据的微小偏差具有鲁棒性。比如，3 × 3 的池化的情况下，如图 7-16 所示，池化会吸收输入数据的偏差（根据数据的不同，结果有可 能不一致）。
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|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 3   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | 1 | 2 | 0 | 7 | 1 | 0 | | 0 | 91 | 2 |  | 2 | 3 | | 3 | 0 | 1 | 2 | 1 | 2 | | 2 | 4 | 0 | 1 | 0 | 1 | | 6 | 0 | 1 | 2 | 1 | 2 | | 2 | 4 | 0 | 1 | 8 | 1 | |  | |  |  | | --- | --- | | 9 | 7 | | 6 | 8 | |  | | | | |  | |  | |  |  | | --- | --- | | 9 | 7 | | 6 | 8 | |
| 1 | 1 | 2 | 0 | 7 | | 1 |
| 3 | 0 | 91 | 2 | 3 | | 2 |
| 2 | 3 | 0 | 1 | 2 | | 1 |
| 3 | 2 | 4 | 0 | 1 | | 0 |
| 2 | 6 | 0 | 1 | 2 | | 1 |
| 1 | 2 | 4 | 0 | 1 | | 8 |
|  | | | | | | |

图 **7-16** 输入数据在宽度方向上只偏离 **1** 个元素时，输出仍为相同的结果（根据数据的不同， 有时结果也不相同）

**7.4** 卷积层和池化层的实现

前面我们详细介绍了卷积层和池化层，本节我们就用Python 来实现这 两个层。和第 5 章一样，也给进行实现的类赋予forward 和backward 方法，并

使其可以作为模块使用。

大家可能会感觉卷积层和池化层的实现很复杂，但实际上，通过使用某 种技巧，就可以很轻松地实现。本节将介绍这种技巧，将问题简化，然后再

进行卷积层的实现。

**7.4.1** 4 维数组

如前所述，CNN 中各层间传递的数据是 4 维数据。所谓 4 维数据， 比如 数据的形状是(10, 1, 28, 28)，则它对应 10 个高为 28、长为 28、通道为 1 的数 据。用Python 来实现的话，如下所示。

>>> **x = np.random. rand(10, 1, 28, 28)** # 随机生成数据

>>> **x.shape**

(10, 1, 28, 28)

这里，如果要访问第 1 个数据，只要写x[0] 就可以了（注意Python 的索 引是从 0 开始的）。同样地，用x[1] 可以访问第 2 个数据。
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>>> **x[0].shape** # (1, 28, 28)

>>> **x[1].shape** # (1, 28, 28)

如果要访问第 1 个数据的第 1 个通道的空间数据，可以写成下面这样。

>>> **x[0, 0]** # 或者 x[0][0]

像这样，CNN 中处理的是 4 维数据， 因此卷积运算的实现看上去会很复

杂，但是通过使用下面要介绍的im2col 这个技巧，问题就会变得很简单。

**7.4.2** 基于 im2col 的展开

如果老老实实地实现卷积运算，估计要重复好几层的for 语句。这样的 实现有点麻烦，而且，NumPy 中存在使用for 语句后处理变慢的缺点（NumPy 中，访问元素时最好不要用for 语句）。这里，我们不使用for 语句，而是使

用im2col 这个便利的函数进行简单的实现。

im2col 是一个函数，将输入数据展开以适合滤波器（权重）。如图7-17 所示， 对 3 维的输入数据应用im2col 后，数据转换为 2 维矩阵（正确地讲，是把包含

批数量的 4 维数据转换成了 2 维数据）。

|  |  |
| --- | --- |
| 输入数据 | im2col |

图 **7-17 im2col**的示意图

im2col 会把输入数据展开以适合滤波器（权重）。具体地说，如图7-18 所示， 对于输入数据，将应用滤波器的区域（3 维方块）横向展开为 1 列。 im2col 会

在所有应用滤波器的地方进行这个展开处理。
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|  |
| --- |
|  |

图 **7-18** 将滤波器的应用区域从头开始依次横向展开为 **1**列

在图 7-18 中，为了便于观察，将步幅设置得很大，以使滤波器的应用区 域不重叠。而在实际的卷积运算中，滤波器的应用区域几乎都是重叠的。在 滤波器的应用区域重叠的情况下，使用im2col 展开后，展开后的元素个数会 多于原方块的元素个数。因此，使用im2col 的实现存在比普通的实现消耗更 多内存的缺点。但是，汇总成一个大的矩阵进行计算，对计算机的计算颇有 益处。比如，在矩阵计算的库（线性代数库）等中，矩阵计算的实现已被高 度最优化，可以高速地进行大矩阵的乘法运算。因此，通过归结到矩阵计算

上，可以有效地利用线性代数库。

im2col 这个名称是“image to column”的缩写，翻译过来就是“从 图像到矩阵”的意思。Caffe、Chainer 等深度学习框架中有名为 im2col 的函数，并且在卷积层的实现中，都使用了 im2col。

使用im2col 展开输入数据后，之后就只需将卷积层的滤波器（权重）纵 向展开为 1 列，并计算 2 个矩阵的乘积即可（参照图 7-19）。这和全连接层的

Affine 层进行的处理基本相同。

如图 7-19 所示，基于im2col 方式的输出结果是 2 维矩阵。因为 CNN 中 数据会保存为 4 维数组，所以要将 2 维输出数据转换为合适的形状。以上就

是卷积层的实现流程。

7.4 卷积层和池化层的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **219**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 输入数据 | | | 滤波器 | 输出数据（2 维） | reshape | 输出数据 |
|  | im2col | |
|  | | 矩阵的乘积 |

图 **7-19** 卷积运算的滤波器处理的细节：将滤波器纵向展开为 **1** 列，并计算和 **im2col**展开 的数据的矩阵乘积，最后转换（**reshape**）为输出数据的大小

**7.4.3** 卷积层的实现

本书提供了im2col 函数，并将这个im2col 函数作为黑盒（不关心内部实现） 使用。 im2col 的实现内容在common/util.py 中，它的实现（实质上）是一个 10

行左右的简单函数。有兴趣的读者可以参考。

im2col 这一便捷函数具有以下接口。

im2col (input\_data, filter\_h, filter\_w, stride=1, pad=0)

. input\_data ― 由（数据量，通道，高，长）的 4 维数组构成的输入数据

. filter\_h ―滤波器的高

. filter\_w ―滤波器的长

. stride ―步幅

. pad ―填充
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im2col 会考虑滤波器大小、步幅、填充，将输入数据展开为 2 维数组。现在，

我们来实际使用一下这个im2col。

import sys, os

sys.path.append(os.pardir)

from common.util import im2col

x1 = np.random. rand(1, 3, 7, 7)

col1 = im2col(x1, 5, 5, stride=1, pad=0)

print(col1.shape) # (9, 75)

x2 = np.random. rand(10, 3, 7, 7) # 10 个数据

col2 = im2col(x2, 5, 5, stride=1, pad=0)

print(col2.shape) # (90, 75)

这里举了两个例子。第一个是批大小为 1、通道为 3 的 7 × 7 的数据，第 二个的批大小为10，数据形状和第一个相同。分别对其应用im2col 函数，在 这两种情形下，第 2 维的元素个数均为 75。这是滤波器（通道为 3、大小为 5 × 5）的元素个数的总和。批大小为 1 时， im2col 的结果是(9, 75)。而第 2

个例子中批大小为 10，所以保存了 10 倍的数据，即(90, 75)。

现在使用im2col 来实现卷积层。这里我们将卷积层实现为名为Convolution

的类。

class Convolution:

def init (self, W, b, stride=1, pad=0):

self.W = W

self.b = b

self.stride = stride

self.pad = pad

def forward(self, x):

FN, C, FH, FW = self.W.shape

N, C, H, W = x.shape

out\_h = int(1 + (H + 2\*self.pad - FH) / self.stride)

out\_w = int(1 + (W + 2\*self.pad - FW) / self.stride)

**col = im2col(x, FH, FW, self.stride, self.pad)**

**col\_W = self.W.reshape(FN, -1).T** # 滤波器的展开

**out = np.dot(col, col\_W) + self.b**

out = out. reshape(N, out\_h, out\_w, -1).transpose(0, 3, 1, 2)

return out
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卷积层的初始化方法将滤波器（权重）、偏置、步幅、填充作为参数接收。 滤 波 器 是(FN, C, FH, FW) 的 4 维 形 状。另 外， FN 、C 、FH 、FW 分 别 是 Filter

Number（滤波器数量）、Channel 、Filter Height 、Filter Width 的缩写。

这里用粗体字表示Convolution 层的实现中的重要部分。在这些粗体字 部分，用im2col 展开输入数据，并用reshape 将滤波器展开为 2 维数组。然后，

计算展开后的矩阵的乘积。

展开滤波器的部分（代码段中的粗体字）如图 7-19 所示，将各个滤波器 的方块纵向展开为 1 列。这里通过reshape(FN,-1) 将参数指定为 -1 ，这是 reshape 的一个便利的功能。通过在reshape 时指定为 -1， reshape 函数会自 动计算 -1 维度上的元素个数，以使多维数组的元素个数前后一致。比如， (10, 3, 5, 5) 形状的数组的元素个数共有 750 个，指定reshape(10,-1) 后，就 会转换成(10, 75) 形状的数组。

forward 的实现中，最后会将输出大小转换为合适的形状。转换时使用了 NumPy 的transpose 函数。 transpose 会更改多维数组的轴的顺序。如图 7-20 所示，通过指定从 0 开始的索引（编号）序列，就可以更改轴的顺序。

|  |  |  |  |
| --- | --- | --- | --- |
| 形状  索引 | (N, H, W, C)  0, 1, 2, 3 | transpose | (N, C, H, W)  0, 3, 1, 2 |

图 **7-20** 基于 **NumPy**的 **transpose**的轴顺序的更改：通过指定索引（编号），更改轴的顺序

以上就是卷积层的forward 处理的实现。通过使用im2col 进行展开，基 本上可以像实现全连接层的Affine 层一样来实现（5.6 节）。接下来是卷积层 的反向传播的实现， 因为和Affine 层的实现有很多共通的地方，所以就不再 介绍了。但有一点需要注意，在进行卷积层的反向传播时，必须进行im2col 的逆处理。这可以使用本书提供的col2im 函数（col2im 的实现在common/util.
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py 中）来进行。除了使用col2im 这一点，卷积层的反向传播和Affine 层的实 现方式都一样。卷积层的反向传播的实现在common/layer.py 中，有兴趣的读

者可以参考。

**7.4.4** 池化层的实现

池化层的实现和卷积层相同，都使用im2col 展开输入数据。不过，池化 的情况下，在通道方向上是独立的，这一点和卷积层不同。具体地讲，如图

7-21 所示，池化的应用区域按通道单独展开。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | |  |  | 1 |  | |  |  |  |  | |  |  |  |  | |  |  |  |  |      |  |  |  |  | | --- | --- | --- | --- | | 3 | 0 | 6 | 5 | | 2 | 2 | 2 | 3 | | 1 | 1 | 1 | 0 | | 0 | 3 | 0 | 1 |   1 2 3 0  0 1 2 4  1 0 4 2  3 2 0 1  输入数据  4  1  2  1  2  2  6  4  5  2  2  (  0  5  3   |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 3 | 0 | 2 | 4 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 0 | 3 | 2 |  |  |  |  |  | | --- | --- | --- | --- | | 4 | 2 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 3 | 0 | 4 | 2 |  |  |  |  |  | | --- | --- | --- | --- | | 6 | 5 | 4 | 3 |  |  |  |  |  | | --- | --- | --- | --- | | 3 | 0 | 2 | 3 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 0 | 3 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 4 | 2 | 0 | 1 |  |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 0 | 4 |  |  |  |  |  | | --- | --- | --- | --- | | 3 | 0 | 4 | 2 |  |  |  |  |  | | --- | --- | --- | --- | | 6 | 2 | 4 | 5 | | 1 通道  2 通道  3 通道 |

图 **7-21** 对输入数据展开池化的应用区域（**2**×**2**的池化的例子）

像这样展开之后，只需对展开的矩阵求各行的最大值，并转换为合适的 形状即可（图 7-22）。

7.4 卷积层和池化层的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **223**

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  |  |  |  | | --- | --- | --- | --- | | 3 | 0 | 6 |  | | 2 | 2 | 2 |  | | 1 | 1 | 1 |  | | 0 | 3 | 0 |  |   5   |  |  |  |  | | --- | --- | --- | --- | | 1 | 2 | 3 |  | | 0 | 1 | 2 |  | | 1 | 0 | 4 |  | | 3 | 2 | 0 | 1 |   0  2  4  展开   |  | | --- | | 2 | | 4 | | 2 | | 5 |   4  2  1  2  1  0  5  6  (  2  1  3    输入数据 | 1 | 2 | 0 | 1 | max | |  | | --- | | 2 | | 4 | | 3 | | 4 | | 4 | | 6 | | 3 | | 3 | | 4 | | 4 | | 4 | | 6 | | reshape | |  |  | | --- | --- | | 1  4 | 6 | |  | 3 |  |  |  | | --- | --- | | 2 | 4 | | 3 | 4 |  |  |  | | --- | --- | | 4 | 4 | |  | 6 |   输出数据 |
| 3 | 0 | 2 | 4 |
| 1 | 0 | 3 | 2 |
| 4 3 | 2  0 | 0  4 | 1  2 |
| 6 3 1 | 5  0  0 | 4  2  3 | 3  3  1 |
| 4 | 2 | 0 | 1 |
| 1 | 2 | 0 | 4 |
| 3 | 0 | 4 | 2 |
| 6 | 2 | 4 | 5 |
|  | | | |

图 **7-22** 池化层的实现流程：池化的应用区域内的最大值元素用灰色表示

上面就是池化层的forward 处理的实现流程。下面来看一下Python 的实 现示例。

class Pooling:

def init (self, pool\_h, pool\_w, stride=1, pad=0):

self.pool\_h = pool\_h

self.pool\_w = pool\_w

self.stride = stride

self.pad = pad

def forward(self, x):

N, C, H, W = x.shape

out\_h = int(1 + (H - self.pool\_h) / self.stride)

out\_w = int(1 + (W - self.pool\_w) / self.stride)

# 展开 (1)

col = im2col(x, self.pool\_h, self.pool\_w, self.stride, self.pad) col = col. reshape(-1, self.pool\_h\*self.pool\_w)

# 最大值 (2)

**out = np.max(col, axis=1)**

# 转换 (3)

out = out. reshape(N, out\_h, out\_w, C).transpose(0, 3, 1, 2)

return out

如图 7-22 所示，池化层的实现按下面 3 个阶段进行。
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1. 展开输入数据。

2. 求各行的最大值。

3. 转换为合适的输出大小。

各阶段的实现都很简单，只有一两行代码。

最大值的计算可以使用 NumPy 的 np.max 方 法。 np.max 可以指定 axis 参数，并在这个参数指定的各个轴方向上求最大值。比如，如 果写成np.max(x, axis=1)，就可以在输入 x 的第 1 维的各个轴方向 上求最大值。

以上就是池化层的forward 处理的介绍。如上所述，通过将输入数据展

开为容易进行池化的形状，后面的实现就会变得非常简单。

关于池化层的backward 处理，之前已经介绍过相关内容，这里就不再介绍了。 另外，池化层的backward 处理可以参考ReLU 层的实现中使用的max 的反向 传播（5.5.1节）。池化层的实现在common/layer.py中，有兴趣的读者可以参考。

**7.5** CNN 的实现

我们已经实现了卷积层和池化层，现在来组合这些层，搭建进行手写数

字识别的CNN。这里要实现如图 7-23 所示的CNN。

|  |  |  |
| --- | --- | --- |
|  | |  | | --- | | Conv |   Affine  Pooling  Affine  Softmax  ReLU  ReLU |

图 **7-23** 简单 **CNN**的网络构成
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如图 7-23 所示， 网络的构成是“Convolution - ReLU - Pooling -Affine - ReLU - Affine - Softmax”，我们将它实现为名为SimpleConvNet 的类。

首先来看一下SimpleConvNet 的初始化（\_\_init\_\_），取下面这些参数。

参数

. input\_dim ―输入数据的维度：（通道，高，长）

. conv\_param ―卷积层的超参数（字典）。字典的关键字如下：

filter\_num ―滤波器的数量

filter\_size ―滤波器的大小

stride ―步幅

pad ―填充

. hidden\_size ― 隐藏层（全连接）的神经元数量

. output\_size ―输出层（全连接）的神经元数量

. weitght\_int\_std ―初始化时权重的标准差

这里，卷积层的超参数通过名为 conv\_param 的字典传入。我们设想它会 像{'filter\_num':30,'filter\_size':5, 'pad':0, 'stride':1} 这样，保存必要

的超参数值。

SimpleConvNet 的初始化的实现稍长，我们分成 3 部分来说明，首先是初

始化的最开始部分。

class SimpleConvNet:

def init (self, input\_dim=(1, 28, 28),

conv\_param={'filter\_num':30, 'filter\_size':5,

'pad':0, 'stride':1},

hidden\_size=100, output\_size=10, weight\_init\_std=0.01): filter\_num = conv\_param['filter\_num']

filter\_size = conv\_param['filter\_size']

filter\_pad = conv\_param['pad']

filter\_stride = conv\_param['stride']

input\_size = input\_dim[1]

conv\_output\_size = (input\_size - filter\_size + 2\*filter\_pad) / \ filter\_stride + 1

pool\_output\_size = int(filter\_num \* (conv\_output\_size/2) \* (conv\_output\_size/2))

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAfcAAAACCAYAAABFXZU5AAAATklEQVRIie3OoQqAMAAA0RP8BBFMG6yvmgWjH29aG+hH2PcLQxAM9/rBDSnEDViQJEl/dNb7KinEGdh7ghFYgfzpliRJeusBCjABR0/QAH4ECFL4cFqCAAAAAElFTkSuQmCC)

**226**

1 第 7 章 卷积神经网络

这里将由初始化参数传入的卷积层的超参数从字典中取了出来（以方便

后面使用），然后，计算卷积层的输出大小。接下来是权重参数的初始化部分。

self.params = {}

self.params['W1'] = weight\_init\_std \* \

np. random. randn(filter\_num, input\_dim[0],

filter\_size, filter\_size)

self.params['b1'] = np.zeros(filter\_num)

self.params['W2'] = weight\_init\_std \* \

np. random. randn(pool\_output\_size,

hidden\_size)

self.params['b2'] = np.zeros(hidden\_size)

self.params['W3'] = weight\_init\_std \* \

np. random. randn(hidden\_size, output\_size)

self.params['b3'] = np.zeros(output\_size)

学习所需的参数是第 1 层的卷积层和剩余两个全连接层的权重和偏置。 将这些参数保存在实例变量的params 字典中。将第 1 层的卷积层的权重设为 关键字 W1，偏置设为关键字b1。同样，分别用关键字W2 、b2 和关键字W3 、b3

来保存第 2 个和第 3 个全连接层的权重和偏置。

最后，生成必要的层。

self.layers = OrderedDict()

self.layers['Conv1'] = Convolution(self.params['W1'],

self.params['b1'],

conv\_param['stride'],

conv\_param['pad'])

self.layers['Relu1'] = Relu()

self.layers['Pool1'] = Pooling(pool\_h=2, pool\_w=2, stride=2)

self.layers['Affine1'] = Affine(self.params['W2'],

self.params['b2'])

self.layers['Relu2'] = Relu()

self.layers['Affine2'] = Affine(self.params['W3'],

self.params['b3'])

self.last\_layer = softmaxwithloss()

从最前面开始按顺序向有序字典（OrderedDict）的layers 中添加层。只

有最后的SoftmaxWithLoss 层被添加到别的变量lastLayer 中。

以上就是SimpleConvNet 的初始化中进行的处理。像这样初始化后，进

行推理的predict 方法和求损失函数值的loss 方法就可以像下面这样实现。

7.5 CNN 的实现 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **227**

def predict(self, x):

for layer in self.layers.values():

x = layer.forward(x)

return x

def loss(self, x, t):

y = self.predict(x)

return self.lastLayer.forward(y, t)

这里，参数 x 是输入数据，t 是教师标签。用于推理的predict 方法从头 开始依次调用已添加的层，并将结果传递给下一层。在求损失函数的loss 方法中，除了使用predict 方法进行的forward 处理之外，还会继续进行

forward 处理，直到到达最后的SoftmaxWithLoss 层。

接下来是基于误差反向传播法求梯度的代码实现。

def gradient(self, x, t):

# forward

self.loss(x, t)

# backward

dout = 1

dout = self.lastLayer.backward(dout)

layers = list(self.layers.values())

layers. reverse()

for layer in layers:

dout = layer.backward(dout)

# 设定

grads = {}

grads['W1'] = self.layers['Conv1'].dW

grads['b1'] = self.layers['Conv1'].db

grads['W2'] = self.layers['Affine1'].dW

grads['b2'] = self.layers['Affine1'].db

grads['W3'] = self.layers['Affine2'].dW

grads['b3'] = self.layers['Affine2'].db

return grads

参数的梯度通过误差反向传播法（反向传播）求出，通过把正向传播和 反向传播组装在一起来完成。因为已经在各层正确实现了正向传播和反向传 播的功能，所以这里只需要以合适的顺序调用即可。最后，把各个权重参数

的梯度保存到grads 字典中。这就是SimpleConvNet 的实现。
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现在，使用这个SimpleConvNet 学习 MNIST 数据集。用于学习的代码 与 4.5 节中介绍的代码基本相同， 因此这里不再罗列（源代码在ch07/train\_ convnet.py 中）。

如果使用 MNIST 数据集训练SimpleConvNet，则训练数据的识别率为 99.82%，测试数据的识别率为 98.96%（每次学习的识别精度都会发生一些误 差）。测试数据的识别率大约为 99%，就小型网络来说，这是一个非常高的 识别率。下一章，我们会通过进一步叠加层来加深网络，实现测试数据的识

别率超过 99% 的网络。

如上所述，卷积层和池化层是图像识别中必备的模块。CNN 可以有效

读取图像中的某种特性，在手写数字识别中，还可以实现高精度的识别。

**7.6** CNN 的可视化

CNN 中用到的卷积层在“观察”什么呢？本节将通过卷积层的可视化，

探索CNN 中到底进行了什么处理。

**7.6.1** 第 1 层权重的可视化

刚才我们对 MNIST 数据集进行了简单的 CNN 学习。当时，第 1 层的 卷积层的权重的形状是 (30, 1, 5, 5)，即 30 个大小为 5 × 5、通道为 1 的滤波 器。滤波器大小是 5 × 5、通道数是 1，意味着滤波器可以可视化为 1 通道的 灰度图像。现在，我们将卷积层（第 1 层）的滤波器显示为图像。这里，我 们来比较一下学习前和学习后的权重，结果如图 7-24 所示（源代码在ch07/ visualize\_filter.py 中）。

图 7-24 中，学习前的滤波器是随机进行初始化的，所以在黑白的浓淡上 没有规律可循，但学习后的滤波器变成了有规律的图像。我们发现，通过学 习，滤波器被更新成了有规律的滤波器， 比如从白到黑渐变的滤波器、含有

块状区域（称为blob）的滤波器等。

7.6 CNN 的可视化 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **229**

|  |  |
| --- | --- |
| 学习前 | 学习后 |

图 **7-24** 学习前和学习后的第 **1** 层的卷积层的权重：虽然权重的元素是实数，但是在图像 的显示上，统一将最小值显示为黑色（**0**），最大值显示为白色（**255**）

如果要问图 7-24 中右边的有规律的滤波器在“观察”什么，答案就是它 在观察边缘（颜色变化的分界线）和斑块（局部的块状区域）等。比如，左半 部分为白色、右半部分为黑色的滤波器的情况下，如图7-25 所示，会对垂直

方向上的边缘有响应。

|  |  |
| --- | --- |
| 输入图像 | 对垂直方向上 的边缘有响应  滤波器 1  输出图像 1    对水平方向上 的边缘有响应  滤波器 2  输出图像 2 |

图 **7-25** 对水平方向上和垂直方向上的边缘有响应的滤波器：输出图像 **1** 中，垂直方向的 边缘上出现白色像素，输出图像 **2** 中，水平方向的边缘上出现很多白色像素
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图 7-25 中显示了选择两个学习完的滤波器对输入图像进行卷积处理时的 结果。我们发现“滤波器 1”对垂直方向上的边缘有响应，“滤波器 2”对水平

方向上的边缘有响应。

由此可知，卷积层的滤波器会提取边缘或斑块等原始信息。而刚才实现

的CNN 会将这些原始信息传递给后面的层。

**7.6.2** 基于分层结构的信息提取

上面的结果是针对第 1 层的卷积层得出的。第 1 层的卷积层中提取了边 缘或斑块等“低级”信息，那么在堆叠了多层的CNN 中，各层中又会提取什 么样的信息呢？根据深度学习的可视化相关的研究 [17][18] ，随着层次加深，提 取的信息（正确地讲，是反映强烈的神经元）也越来越抽象。

图 7-26 中展示了进行一般物体识别（车或狗等）的 8 层CNN。这个网络 结构的名称是下一节要介绍的AlexNet 。AlexNet 网络结构堆叠了多层卷积 层和池化层，最后经过全连接层输出结果。图7-26 的方块表示的是中间数据，

对于这些中间数据，会连续应用卷积运算。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 11  11  224 | 55 | 5  5  55  96 | 27 | | 13 | | | 13 | | | 13 | | | | dinning table groccry storc |
| Max  pooling | 27 | 3  3  256 | 13 | 3  3  384 | | 13 | 3  3  384 | 13 | dense dense | | |
| 256 | | 1000 | |
| Max  pooling | | Max  pooling | | | | | | 4096 4096 |
| 224 | Stride of 4 |
| 3 | | | | | **Data-driven**  **Numerical** | | | | | | | | ship cock | |
| **Conv 1: Edge+Blob Conv 3: Texture Conv 5: Object Parts Fc8: Object Classes** | | | | | | | | | | | | | | |

图 **7-26 CNN** 的卷积层中提取的信息。第 **1** 层的神经元对边缘或斑块有响应，第 **3** 层对纹 理有响应，第 **5** 层对物体部件有响应，最后的全连接层对物体的类别（狗或车）有 响应（图像引用自文献 **[19]**）

7.7 具有代表性的 CNN ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **231**

如图7-26所示，如果堆叠了多层卷积层，则随着层次加深，提取的信息 也愈加复杂、抽象，这是深度学习中很有意思的一个地方。最开始的层对简 单的边缘有响应，接下来的层对纹理有响应，再后面的层对更加复杂的物体 部件有响应。也就是说，随着层次加深，神经元从简单的形状向“高级”信息

变化。换句话说，就像我们理解东西的“含义”一样，响应的对象在逐渐变化。

**7.7** 具有代表性的CNN

关于CNN，迄今为止已经提出了各种网络结构。这里，我们介绍其中 特别重要的两个网络，一个是在 1998 年首次被提出的 CNN 元祖 LeNet[20]， 另一个是在深度学习受到关注的 2012 年被提出的AlexNet[21]。

**7.7.1** LeNet

LeNet 在 1998 年被提出，是进行手写数字识别的网络。如图 7-27 所示， 它有连续的卷积层和池化层（正确地讲，是只“抽选元素”的子采样层），最

后经全连接层输出结果。

|  |
| --- |
|  |
|  |
|  |

图 **7-27 LeNet** 的网络结构（引用自文献 **[20]**）

和“现在的CNN”相比，LeNet 有几个不同点。第一个不同点在于激活 函数。LeNet 中使用 sigmoid 函数，而现在的 CNN 中主要使用 ReLU 函数。 此外，原始的LeNet 中使用子采样（subsampling）缩小中间数据的大小，而 现在的CNN 中Max 池化是主流。
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综上， LeNet 与现在的 CNN 虽然有些许不同，但差别并不是那么大。

想到LeNet 是 20 多年前提出的最早的CNN，还是很令人称奇的。

**7.7.2** AlexNet

在LeNet 问世 20 多年后，AlexNet 被发布出来。AlexNet 是引发深度学 习热潮的导火线，不过它的网络结构和 LeNet 基本上没有什么不同，如图 7-28 所示。

|  |  |  |
| --- | --- | --- |
| 27  55  27    ~  11  5  224 11  5  55  224 max  96 pooling   |  |  | | --- | --- | | 3    3 …  max | fully  connected  13 13 13  3 …  3    13  13  13  3 …  3  1000  4096 4096  384  256  384 |   256 pooling |
| 3 |

图 **7-28 AlexNet**（根据文献 **[21]**生成）

AlexNet 叠有多个卷积层和池化层，最后经由全连接层输出结果。虽然

结构上AlexNet 和LeNet 没有大的不同，但有以下几点差异。

. 激活函数使用ReLU。

. 使用进行局部正规化的LRN（Local Response Normalization）层。 . 使用Dropout（6.4.3 节）。

如上所述，关于网络结构，LeNet 和 AlexNet 没有太大的不同。但是， 围绕它们的环境和计算机技术有了很大的进步。具体地说，现在任何人都可 以获得大量的数据。而且，擅长大规模并行计算的GPU 得到普及，高速进 行大量的运算已经成为可能。大数据和GPU 已成为深度学习发展的巨大的

原动力。
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大多数情况下，深度学习（加深了层次的网络）存在大量的参数。因此， 学习需要大量的计算，并且需要使那些参数“满意”的大量数据。可 以说是 GPU 和大数据给这些课题带来了希望。

**7.8** 小结

本章介绍了CNN。构成CNN 的基本模块的卷积层和池化层虽然有些复 杂，但是一旦理解了，之后就只是如何使用它们的问题了。本章为了使读者 在实现层面上理解卷积层和池化层，花了不少时间进行介绍。在图像处理领 域，几乎毫无例外地都会使用CNN。请扎实地理解本章的内容，然后进入

最后一章的学习。

|  |
| --- |
| 本章所学的内容  . CNN 在此前的全连接层的网络中新增了卷积层和池化层。 . 使用im2col函数可以简单、高效地实现卷积层和池化层。  . 通过CNN 的可视化，可知随着层次变深，提取的信息愈加高级。 . LeNet 和AlexNet 是CNN 的代表性网络。  . 在深度学习的发展中，大数据和GPU 做出了很大的贡献。 |

第8章

深度学习

深度学习是加深了层的深度神经网络。基于之前介绍的网络，只需通过 叠加层，就可以创建深度网络。本章我们将看一下深度学习的性质、课题和

可能性，然后对当前的深度学习进行概括性的说明。

**8.1** 加深网络

关于神经网络，我们已经学了很多东西， 比如构成神经网络的各种层、 学习时的有效技巧、对图像特别有效的CNN、参数的最优化方法等，这些 都是深度学习中的重要技术。本节我们将这些已经学过的技术汇总起来，创 建一个深度网络，挑战MNIST 数据集的手写数字识别。

**8.1.1** 向更深的网络出发

话不多说，这里我们来创建一个如图 8-1 所示的网络结构的CNN（一个 比之前的网络都深的网络）。这个网络参考了下一节要介绍的VGG。

如图 8-1 所示，这个网络的层比之前实现的网络都更深。这里使用的卷 积层全都是 3 × 3 的小型滤波器，特点是随着层的加深，通道数变大（卷积 层的通道数从前面的层开始按顺序以 16 、16 、32 、32 、64 、64 的方式增加）。 此外，如图 8-1 所示，插入了池化层，以逐渐减小中间数据的空间大小；并且， 后面的全连接层中使用了Dropout 层。
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|  |  |
| --- | --- |
| |  | | --- | |  |   Conv  ReLU  Conv  ReLU  Pool Conv  ReLU  Conv  ReLU  Pool  Conv  ReLU  Conv  ReLU  Pool  Affine  ReLU  Dropout  Affine  Dropout Softmax |

图 **8-1** 进行手写数字识别的深度 **CNN**

这个网络使用He 初始值作为权重的初始值，使用Adam 更新权重参数。

把上述内容总结起来，这个网络有如下特点。

. 基于3×3 的小型滤波器的卷积层。

. 激活函数是ReLU。

. 全连接层的后面使用Dropout 层。

. 基于Adam 的最优化。

. 使用He 初始值作为权重初始值。

从这些特征中可以看出，图 8-1 的网络中使用了多个之前介绍的神经网 络技术。现在，我们使用这个网络进行学习。先说一下结论，这个网络的识 别精度为 99.38% ① ,可以说是非常优秀的性能了！

① 最终的识别精度有少许偏差，不过在这个网络中，识别精度大体上都会超过 99%。
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实现图 8-1 的网络的源代码在ch08/deep\_convnet.py 中，训练用的 代码在ch08/train\_deepnet.py 中。虽然使用这些代码可以重现这里 进行的学习，不过深度网络的学习需要花费较多的时间（大概要半天 以上）。本书以ch08/deep\_conv\_net\_params.pkl 的形式给出了学习完 的权重参数。刚才的deep\_convnet.py 备有读入学习完的参数的功能， 请根据需要进行使用。

图 8-1 的网络的错误识别率只有 0.62%。这里我们实际看一下在什么样 的图像上发生了识别错误。图 8-2 中显示了识别错误的例子。

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 6 | 0  3  1  9 | 3  8  5  6 | 5  9  3  0 | 3  6  1  9 | 5  0  3  8 | 8  7  0  4 | 3  2  6  9 | 7  9  9  1 | 3  4  4  7 |
| 1  7  7 |

图 **8-2** 识别错误的图像的例子：各个图像的左上角显示了正确解标签，右下角显示了本 网络的推理结果

观察图8-2可知，这些图像对于我们人类而言也很难判断。实际上，这里 面有几个图像很难判断是哪个数字，即使是我们人类，也同样会犯“识别错误”。 比如，左上角的图像（正确解是“6”）看上去像“0”，它旁边的图像（正确解是 “3”）看上去像“5”。整体上，“1”和“7”、“0”和“6”、“3”和“5”的组合比较 容易混淆。通过这些例子，相信大家可以理解为何会发生识别错误了吧。

这次的深度CNN 尽管识别精度很高，但是对于某些图像，也犯了和人 类同样的“识别错误”。从这一点上，我们也可以感受到深度CNN 中蕴藏着

巨大的可能性。
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**8.1.2** 进一步提高识别精度

在一个标题为“What is the class of this image ?”的网站 [32] 上，以排行 榜的形式刊登了目前为止通过论文等渠道发表的针对各种数据集的方法的识 别精度（图 8-3）。

|  |
| --- |
|  |

图 **8-3** 针对 **MNIST**数据集的各种方法的排行（引自文献 **[32]**：**2016** 年 **6** 月）

观 察 图 8-3 的 排 行 结 果，可 以 发 现“Neural Networks”“Deep ” “Convolutional”等关键词特别显眼。实际上，排行榜上的前几名大都是基 于CNN 的方法。顺便说一下，截止到 2016 年 6 月，对MNIST 数据集的最高 识别精度是 99.79%（错误识别率为 0.21%），该方法也是以CNN 为基础的 [33] 。 不过，它用的CNN 并不是特别深层的网络（卷积层为 2 层、全连接层为 2 层

的网络）。
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对于 MNIST 数据集，层不用特别深就获得了（目前）最高的识别精 度。一般认为，这是因为对于手写数字识别这样一个比较简单的任 务，没有必要将网络的表现力提高到那么高的程度。因此，可以说 加深层的好处并不大。而之后要介绍的大规模的一般物体识别的情况， 因为问题复杂，所以加深层对提高识别精度大有裨益。

参考刚才排行榜中前几名的方法，可以发现进一步提高识别精度的技术和 线索。比如，集成学习、学习率衰减、**Data Augmentation**（数据扩充）等都有 助于提高识别精度。尤其是Data Augmentation，虽然方法很简单，但在提高 识别精度上效果显著。

Data Augmentation 基于算法“人为地”扩充输入图像（训练图像）。具 体地说，如图 8-4 所示，对于输入图像，通过施加旋转、垂直或水平方向上

的移动等微小变化，增加图像的数量。这在数据集的图像数量有限时尤其有效。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 原图像 | 基于旋转的变形    基于平移的变形 |  |  |  |  |  |
|  |  |  |

图 **8-4 Data Augmentation**的例子

除了如图 8-4 所示的变形之外，Data Augmentation 还可以通过其他各 种方法扩充图像， 比如裁剪图像的“crop 处理”、将图像左右翻转的“flip 处 理”① 等。对于一般的图像，施加亮度等外观上的变化、放大缩小等尺度上 的变化也是有效的。不管怎样，通过Data Augmentation 巧妙地增加训练图像， 就可以提高深度学习的识别精度。虽然这个看上去只是一个简单的技巧，不

过经常会有很好的效果。这里，我们不进行Data Augmentation 的实现，不

① flip 处理只在不需要考虑图像对称性的情况下有效。
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过这个技巧的实现比较简单，有兴趣的读者请自己试一下。

**8.1.3** 加深层的动机

关于加深层的重要性，现状是理论研究还不够透彻。尽管目前相关理论 还比较贫乏，但是有几点可以从过往的研究和实验中得以解释（虽然有一些

直观）。本节就加深层的重要性，给出一些增补性的数据和说明。

首先，从以ILSVRC 为代表的大规模图像识别的比赛结果中可以看出加 深层的重要性（详细内容请参考下一节）。这种比赛的结果显示，最近前几名 的方法多是基于深度学习的，并且有逐渐加深网络的层的趋势。也就是说，

可以看到层越深，识别性能也越高。

下面我们说一下加深层的好处。其中一个好处就是可以减少网络的参数 数量。说得详细一点，就是与没有加深层的网络相比，加深了层的网络可以 用更少的参数达到同等水平（或者更强）的表现力。这一点结合卷积运算中 的滤波器大小来思考就好理解了。比如，图 8-5 展示了由 5 × 5 的滤波器构成

的卷积层。

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 输入数据   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | |  | | |  | |  |  |  |  | |  | | |  |  | | --- | |  | |  | |  | |  | |  |   ×  5  5   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | |  |  |  |  |  |  |  |  |   输出数据   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | |  |  |  |  |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | |  |  |  |  | |  |  |  |  | |  |  |  |  | |  |  |  |  | |  |  |  |  |  |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | |  |  |  |  |  |  |  |  | |

图 **8-5 5**×**5**的卷积运算的例子
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这里希望大家考虑一下输出数据的各个节点是从输入数据的哪个区域计 算出来的。显然，在图 8-5 的例子中，每个输出节点都是从输入数据的某个 5 × 5 的区域算出来的。接下来我们思考一下图 8-6 中重复两次 3 × 3 的卷积 运算的情形。此时，每个输出节点将由中间数据的某个3 × 3 的区域计算出来。 那么， 中间数据的 3 × 3 的区域又是由前一个输入数据的哪个区域计算出来 的呢？仔细观察图 8-6，可知它对应一个 5 × 5 的区域。也就是说，图 8-6 的

输出数据是“观察”了输入数据的某个 5 × 5 的区域后计算出来的。

|  |
| --- |
| 输入数据 中间数据 输出数据  3 × 3  3 × 3 |

图 **8-6** 重复两次 **3**×**3**的卷积层的例子

一次 5 × 5 的卷积运算的区域可以由两次 3 × 3 的卷积运算抵充。并且， 相对于前者的参数数量 25（5 × 5），后者一共是 18（2 × 3 × 3），通过叠加卷 积层，参数数量减少了。而且，这个参数数量之差会随着层的加深而变大。 比如，重复三次 3 × 3 的卷积运算时，参数的数量总共是 27。而为了用一次 卷积运算“观察”与之相同的区域，需要一个 7 × 7 的滤波器，此时的参数数

量是 49。

叠加小型滤波器来加深网络的好处是可以减少参数的数量，扩大感 受野（receptive field，给神经元施加变化的某个局部空间区域）。并且， 通过叠加层，将 ReLU 等激活函数夹在卷积层的中间，进一步提高 了网络的表现力。这是因为向网络添加了基于激活函数的“非线性” 表现力，通过非线性函数的叠加，可以表现更加复杂的东西。
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加深层的另一个好处就是使学习更加高效。与没有加深层的网络相比， 通过加深层，可以减少学习数据，从而高效地进行学习。为了直观地理解这 一点，大家可以回忆一下 7.6 节的内容。7.6 节中介绍了CNN 的卷积层会分 层次地提取信息。具体地说，在前面的卷积层中，神经元会对边缘等简单的 形状有响应，随着层的加深，开始对纹理、物体部件等更加复杂的东西有响应。

我们先牢记这个网络的分层结构，然后考虑一下“狗”的识别问题。要 用浅层网络解决这个问题的话，卷积层需要一下子理解很多“狗”的特征。“狗” 有各种各样的种类，根据拍摄环境的不同，外观变化也很大。因此，要理解“狗”

的特征，需要大量富有差异性的学习数据，而这会导致学习需要花费很多时间。

不过，通过加深网络，就可以分层次地分解需要学习的问题。因此，各 层需要学习的问题就变成了更简单的问题。比如，最开始的层只要专注于学 习边缘就好，这样一来，只需用较少的学习数据就可以高效地进行学习。这 是为什么呢？因为和印有“狗”的照片相比，包含边缘的图像数量众多，并

且边缘的模式比“狗”的模式结构更简单。

通过加深层，可以分层次地传递信息，这一点也很重要。比如， 因为提 取了边缘的层的下一层能够使用边缘的信息，所以应该能够高效地学习更加 高级的模式。也就是说，通过加深层，可以将各层要学习的问题分解成容易

解决的简单问题，从而可以进行高效的学习。

以上就是对加深层的重要性的増补性说明。不过，这里需要注意的是， 近几年的深层化是由大数据、计算能力等即便加深层也能正确地进行学习的

新技术和环境支撑的。

**8.2** 深度学习的小历史

一般认为，现在深度学习之所以受到大量关注，其契机是 2012 年举办 的大规模图像识别大赛 ILSVRC（ImageNet Large Scale Visual Recognition Challenge）。在那年的比赛中，基于深度学习的方法（通称AlexNet）以压倒 性的优势胜出， 彻底颠覆了以往的图像识别方法。 2012年深度学习的这场逆
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袭成为一个转折点，在之后的比赛中，深度学习一直活跃在舞台中央。本节 我们以ILSVRC 这个大规模图像识别比赛为轴，看一下深度学习最近的发展

趋势。

**8.2.1** ImageNet

ImageNet[25] 是拥有超过 100 万张图像的数据集。如图 8-7 所示，它包含 了各种各样的图像，并且每张图像都被关联了标签（类别名）。每年都会举办

使用这个巨大数据集的ILSVRC 图像识别大赛。

|  |
| --- |
| mammal placental carnivore canine dog working dog husky  vehicle craft watercraft sailing vessel sailboat trimaran |

图 **8-7** 大规模数据集 **ImageNet**的数据例（引用自文献 **[25]**）

ILSVRC 大赛有多个测试项目，其中之一是“类别分类”（classification）， 在该项目中，会进行 1000 个类别的分类， 比试识别精度。我们来看一下最 近几年的ILSVRC 大赛的类别分类项目的结果。图 8-8 中展示了从 2010 年到 2015 年的优胜队伍的成绩。这里，将前 5 类中出现正确解的情况视为“正确”，

此时的错误识别率用柱形图来表示。

图 8-8 中需要注意的是，以 2012 年为界，之后基于深度学习的方法一直 居于首位。实际上，我们发现 2012 年的AlexNet 大幅降低了错误识别率。并且， 此后基于深度学习的方法不断在提升识别精度。特别是2015 年的ResNet（一 个超过 150 层的深度网络）将错误识别率降低到了 3.5%。据说这个结果甚至 超过了普通人的识别能力。

这些年深度学习取得了不斐的成绩，其中VGG 、GoogLeNet 、ResNet
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已广为人知，在与深度学习有关的各种场合都会遇到这些网络。下面我们就

来简单地介绍一下这 3 个有名的网络。

|  |
| --- |
|  |

图 **8-8 ILSCRV** 优胜队伍的成绩演变：竖轴是错误识别率，横轴是年份。横轴的括号内 是队伍名或者方法名

**8.2.2** VGG

VGG 是由卷积层和池化层构成的基础的 CNN。不过，如图 8-9 所示， 它的特点在于将有权重的层（卷积层或者全连接层）叠加至16 层（或者 19 层）， 具备了深度（根据层的深度，有时也称为“VGG16”或“VGG19”）。

VGG 中需要注意的地方是，基于 3×3 的小型滤波器的卷积层的运算是 连续进行的。如图 8-9 所示，重复进行“卷积层重叠 2 次到 4 次，再通过池化

层将大小减半”的处理，最后经由全连接层输出结果。

VGG 在 2014 年的比赛中最终获得了第 2 名的成绩（下一节介绍的 GoogleNet 是 2014 年的第 1 名）。虽然在性能上不及 GoogleNet， 但 因为 VGG 结构简单，应用性强，所以很多技术人员都喜欢使用基于 VGG 的网络。

8.2 深度学习的小历史 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **245**

|  |
| --- |
| 224 × 224 |
| fully  connected  56 × 56  28 × 28 14 × 14  7 × 7  3    3  1000  4096 4096    112 × 112 |

图 **8-9 VGG**（根据文献 **[22]**生成）

**8.2.3** GoogLeNet

GoogLeNet 的网络结构如图 8-10 所示。图中的矩形表示卷积层、池化 层等。

|  |
| --- |
|  |

图 **8-10 GoogLeNet**（引用自文献 **[23]**）

只看图的话，这似乎是一个看上去非常复杂的网络结构，但实际上它基 本上和之前介绍的CNN 结构相同。不过，GoogLeNet 的特征是， 网络不仅 在纵向上有深度，在横向上也有深度（广度）。

GoogLeNet 在横向上有“宽度”，这称为“Inception 结构”，以图 8-11 所 示的结构为基础。

如图 8-11 所示， Inception 结构使用了多个大小不同的滤波器（和池化）， 最后再合并它们的结果。GoogLeNet 的特征就是将这个Inception 结构用作 一个构件（构成元素）。此外，在 GoogLeNet 中，很多地方都使用了大小为
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|  |
| --- |
|  |

图 **8-11 GoogLeNet**的 **Inception**结构（引用自文献 **[23]**）

1 × 1 的滤波器的卷积层。这个 1 × 1 的卷积运算通过在通道方向上减小大小， 有助于减少参数和实现高速化处理（具体请参考原始论文 [23]）。

**8.2.4** ResNet

ResNet[24] 是微软团队开发的网络。它的特征在于具有比以前的网络更

深的结构。

我们已经知道加深层对于提升性能很重要。但是，在深度学习中，过度 加深层的话，很多情况下学习将不能顺利进行，导致最终性能不佳。ResNet 中， 为了解决这类问题，导入了“快捷结构”（也称为“捷径”或“小路”）。导入这 个快捷结构后，就可以随着层的加深而不断提高性能了（当然，层的加深也

是有限度的）。

如图 8-12 所示，快捷结构横跨（跳过）了输入数据的卷积层，将输入 x 合

计到输出。

图 8-12 中，在连续 2 层的卷积层中，将输入 x 跳着连接至 2 层后的输出。 这里的重点是，通过快捷结构，原来的 2 层卷积层的输出F(x) 变成了F(x) + x。 通过引入这种快捷结构，即使加深层，也能高效地学习。这是因为，通过快

捷结构，反向传播时信号可以无衰减地传递。
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|  |  |  |  |
| --- | --- | --- | --- |
| x   |  | | --- | | weight layer |   F(x)   |  | | --- | | weight layer |   relu  F(x) + x  relu | x  identity |

图 **8-12 ResNet** 的构成要素（引用自文献 **[24]**）：这里的“**weight layer**”是指卷积层

因为快捷结构只是原封不动地传递输入数据，所以反向传播时会将 来自上游的梯度原封不动地传向下游。这里的重点是不对来自上游 的梯度进行任何处理，将其原封不动地传向下游。因此，基于快捷 结构，不用担心梯度会变小（或变大），能够向前一层传递“有意义 的梯度”。通过这个快捷结构，之前因为加深层而导致的梯度变小的 梯度消失问题就有望得到缓解。

ResNet 以前面介绍过的VGG 网络为基础，引入快捷结构以加深层，其

结果如图 8-13 所示。

|  |
| --- |
|  |

图 **8-13 ResNet**（引用自文献 **[24]**）：方块对应 **3**×**3**的卷积层，其特征在于引入了横跨层 的快捷结构

如图 8-13 所示，ResNet 通过以 2 个卷积层为间隔跳跃式地连接来加深层。 另外，根据实验的结果，即便加深到 150 层以上，识别精度也会持续提高。并且， 在ILSVRC 大赛中，ResNet 的错误识别率为 3.5%（前 5 类中包含正确解这一 精度下的错误识别率），令人称奇。
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实践中经常会灵活应用使用 ImageNet 这个巨大的数据集学习到的权 重数据，这称为迁移学习，将学习完的权重（的一部分）复制到其他 神经网络，进行再学习（fine tuning）。比如，准备一个和 VGG 相同 结构的网络，把学习完的权重作为初始值， 以新数据集为对象，进 行再学习。迁移学习在手头数据集较少时非常有效。

**8.3** 深度学习的高速化

随着大数据和网络的大规模化，深度学习需要进行大量的运算。虽然到 目前为止，我们都是使用CPU 进行计算的，但现实是只用CPU 来应对深度 学习无法令人放心。实际上，环视一下周围，大多数深度学习的框架都支持 **GPU**（Graphics Processing Unit），可以高速地处理大量的运算。另外，最 近的框架也开始支持多个GPU或多台机器上的分布式学习。本节我们将焦 点放在深度学习的计算的高速化上，然后逐步展开。深度学习的实现在 8.1 节就结束了，本节要讨论的高速化（支持GPU 等）并不进行实现。

**8.3.1** 需要努力解决的问题

在介绍深度学习的高速化之前，我们先来看一下深度学习中什么样的处 理比较耗时。图 8-14 中以AlexNet 的forward 处理为对象，用饼图展示了各

层所耗费的时间。

从图中可知，AlexNex 中，大多数时间都被耗费在卷积层上。实际上， 卷积层的处理时间加起来占 GPU 整体的 95%，占CPU 整体的 89% ！因此， 如何高速、高效地进行卷积层中的运算是深度学习的一大课题。虽然图 8-14

是推理时的结果，不过学习时也一样，卷积层中会耗费大量时间。

正如 7.2 节介绍的那样，卷积层中进行的运算可以追溯至乘积累加运算。 因此，深度学习的高速化的主要课题就变成了如何高速、高效地进 行大量的乘积累加运算。

8.3 深度学习的高速化 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAM0lEQVQImc3HQREAEQAAwD3jfSHUwVMNMkhzWcTR4L4i2N8+udSBhBnQ0PEGh5sT8WFh/z/KBUrkrTqQAAAAAElFTkSuQmCC) **249**

|  |
| --- |
|  |

图 **8-14 AlexNet**的 **forward**处理中各层的时间比：左边是使用**GPU** 的情况，右边是使 用 **CPU** 的情况。图中的“**conv**”对应卷积层，“**pool**”对应池化层，“**fc**”对应全 连接层，“**norm**”对应正规化层（引用自文献 **[26]**）

**8.3.2** 基于 GPU 的高速化

GPU 原本是作为图像专用的显卡使用的，但最近不仅用于图像处理， 也用于通用的数值计算。由于 GPU 可以高速地进行并行数值计算， 因此 **GPU** 计算的目标就是将这种压倒性的计算能力用于各种用途。所谓GPU 计算，

是指基于GPU 进行通用的数值计算的操作。

深度学习中需要进行大量的乘积累加运算（或者大型矩阵的乘积运算）。 这种大量的并行运算正是GPU 所擅长的（反过来说，CPU 比较擅长连续的、 复杂的计算）。因此，与使用单个CPU 相比，使用GPU 进行深度学习的运算 可以达到惊人的高速化。下面我们就来看一下基于GPU 可以实现多大程度的

高速化。图8-15是基于CPU 和GPU 进行AlexNet 的学习时分别所需的时间。

从图中可知，使用CPU 要花 40 天以上的时间，而使用GPU 则可以将时 间缩短至 6 天。此外，还可以看出，通过使用 cuDNN 这个最优化的库，可

以进一步实现高速化。

GPU 主要由NVIDIA 和AMD 两家公司提供。虽然两家的GPU 都可以 用于通用的数值计算，但与深度学习比较“亲近”的是NVIDIA 的GPU。实 际上，大多数深度学习框架只受益于NVIDIA 的GPU。这是因为深度学习

的框架中使用了NVIDIA 提供的CUDA 这个面向GPU 计算的综合开发环境。
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图 8-15 中出现的cuDNN 是在CUDA 上运行的库，它里面实现了为深度学习

最优化过的函数等。

|  |
| --- |
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图 **8-15** 使用 **CPU** 的“**16-core Xeon CPU**”和 **GPU**的“**Titan**系列”进行 **AlexNet**的 学习时分别所需的时间（引用自文献 **[27]**）

通过im2col 可以将卷积层进行的运算转换为大型矩阵的乘积。这个 im2col 方式的实现对 GPU 来说是非常方便的实现方式。这是因为， 相比按小规模的单位进行计算，GPU 更擅长计算大规模的汇总好的 数据。也就是说，通过基于 im2col 以大型矩阵的乘积的方式汇总计算， 更容易发挥出 GPU 的能力。

**8.3.3** 分布式学习

虽然通过GPU 可以实现深度学习运算的高速化，但即便如此，当网络 较深时，学习还是需要几天到几周的时间。并且，前面也说过，深度学习伴 随着很多试错。为了创建良好的网络，需要反复进行各种尝试，这样一来就 必然会产生尽可能地缩短一次学习所需的时间的要求。于是，将深度学习的

学习过程扩展开来的想法（也就是分布式学习）就变得重要起来。

为了进一步提高深度学习所需的计算的速度，可以考虑在多个GPU 或
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者多台机器上进行分布式计算。现在的深度学习框架中，出现了好几个支持 多GPU 或者多机器的分布式学习的框架。其中，Google 的TensorFlow、微 软的CNTK（Computational Network Toolki）在开发过程中高度重视分布式 学习。以大型数据中心的低延迟 ·高吞吐网络作为支撑，基于这些框架的分

布式学习呈现出惊人的效果。

基于分布式学习，可以达到何种程度的高速化呢？ 图8-16 中显示了基于

TensorFlow 的分布式学习的效果。

|  |
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图 **8-16** 基于 **TensorFlow**的分布式学习的效果：横轴是 **GPU** 的个数，纵轴是与单个 **GPU** 相比时的高速化率（引用自文献 **[28]**）

如图 8-16 所示，随着 GPU 个数的增加，学习速度也在提高。实际上， 与使用 1 个 GPU 时相比，使用 100 个 GPU（设置在多台机器上，共 100 个） 似乎可以实现 56 倍的高速化！这意味着之前花费 7 天的学习只要 3 个小时就

能完成，充分说明了分布式学习惊人的效果。

关于分布式学习，“如何进行分布式计算”是一个非常难的课题。它包 含了机器间的通信、数据的同步等多个无法轻易解决的问题。可以将这些难 题都交给TensorFlow 等优秀的框架。这里，我们不讨论分布式学习的细节。

关于分布式学习的技术性内容，请参考TensorFlow 的技术论文（白皮书）等。
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**8.3.4** 运算精度的位数缩减

在深度学习的高速化中，除了计算量之外， 内存容量、总线带宽等也有 可能成为瓶颈。关于内存容量，需要考虑将大量的权重参数或中间数据放在 内存中。关于总线带宽，当流经GPU（或者CPU）总线的数据超过某个限制时， 就会成为瓶颈。考虑到这些情况，我们希望尽可能减少流经网络的数据的位数。

计算机中为了表示实数，主要使用 64 位或者 32 位的浮点数。通过使用 较多的位来表示数字，虽然数值计算时的误差造成的影响变小了，但计算的 处理成本、内存使用量却相应地增加了，还给总线带宽带来了负荷。

关于数值精度（用几位数据表示数值），我们已经知道深度学习并不那么 需要数值精度的位数。这是神经网络的一个重要性质。这个性质是基于神经 网络的健壮性而产生的。这里所说的健壮性是指， 比如，即便输入图像附有 一些小的噪声，输出结果也仍然保持不变。可以认为，正是因为有了这个健 壮性，流经网络的数据即便有所“劣化”，对输出结果的影响也较小。

计算机中表示小数时，有 32 位的单精度浮点数和 64 位的双精度浮点数 等格式。根据以往的实验结果，在深度学习中，即便是 16 位的半精度浮点 数（half float），也可以顺利地进行学习 [30]。实际上，NVIDIA 的下一代GPU 框架Pascal 也支持半精度浮点数的运算， 由此可以认为今后半精度浮点数将 被作为标准使用。

NVIDIA 的 Maxwell GPU 虽然支持半精度浮点数的存储（保存数据 的功能），但是运算本身不是用 16 位进行的。下一代的 Pascal 框架， 因为运算也是用 16 位进行的，所以只用半精度浮点数进行计算，就 有望实现超过上一代 GPU 约 2 倍的高速化。

以往的深度学习的实现中并没有注意数值的精度，不过Python 中一般 使用 64 位的浮点数。NumPy 中提供了 16 位的半精度浮点数类型（不过，只 有 16 位类型的存储，运算本身不用 16 位进行），即便使用NumPy 的半精度 浮点数，识别精度也不会下降。相关的论证也很简单，有兴趣的读者请参考 ch08/half\_float\_network.py。

8.4 深度学习的应用案例 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **253**

关于深度学习的位数缩减，到目前为止已有若干研究。最近有人提出了 用 1 位来表示权重和中间数据的Binarized Neural Networks 方法 [31]。为了实 现深度学习的高速化，位数缩减是今后必须关注的一个课题，特别是在面向

嵌入式应用程序中使用深度学习时，位数缩减非常重要。

**8.4** 深度学习的应用案例

前面，作为使用深度学习的例子，我们主要讨论了手写数字识别的图 像类别分类问题（称为“物体识别”）。不过，深度学习并不局限于物体识别， 还可以应用于各种各样的问题。此外，在图像、语音、自然语言等各个不同 的领域，深度学习都展现了优异的性能。本节将以计算机视觉这个领域为中

心，介绍几个深度学习能做的事情（应用）。

**8.4.1** 物体检测

物体检测是从图像中确定物体的位置，并进行分类的问题。如图8-17 所 示，要从图像中确定物体的种类和物体的位置。

|  |
| --- |
|  |

图 **8-17** 物体检测的例子（引用自文献 **[34]**）
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观察图 8-17 可知，物体检测是比物体识别更难的问题。之前介绍的物体 识别是以整个图像为对象的，但是物体检测需要从图像中确定类别的位置， 而且还有可能存在多个物体。

对于这样的物体检测问题，人们提出了多个基于CNN 的方法。这些方 法展示了非常优异的性能，并且证明了在物体检测的问题上，深度学习是非

常有效的。

在使用CNN 进行物体检测的方法中，有一个叫作R-CNN[35] 的有名的方

法。图 8-18 显示了R-CNN 的处理流。

|  |
| --- |
|  |
|  |

图 **8-18 R-CNN** 的处理流（引用自文献 **[35]**）

希望大家注意图中的“2.Extract region proposals”（候选区域的提取）和 “3.Compute CNN features”（CNN 特征的计算）的处理部分。这里，首先（以 某种方法）找出形似物体的区域，然后对提取出的区域应用CNN 进行分类。 R-CNN 中会将图像变形为正方形，或者在分类时使用SVM（支持向量机）， 实际的处理流会稍微复杂一些，不过从宏观上看，也是由刚才的两个处理（候

选区域的提取和CNN 特征的计算）构成的。

在R-CNN 的前半部分的处理——候选区域的提取（发现形似目标物体的 处理）中，可以使用计算机视觉领域积累的各种各样的方法。R-CNN 的论文 中使用了一种被称为Selective Search 的方法，最近还提出了一种基于CNN 来进行候选区域提取的Faster R-CNN 方法 [36] 。Faster R-CNN 用一个CNN

来完成所有处理，使得高速处理成为可能。

8.4 深度学习的应用案例 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **255**

**8.4.2** 图像分割

图像分割是指在像素水平上对图像进行分类。如图8-19 所示，使用以像 素为单位对各个对象分别着色的监督数据进行学习。然后，在推理时，对输

入图像的所有像素进行分类。

|  |
| --- |
|  |

图 **8-19** 图像分割的例子（引用自文献 **[34]**）：左边是输入图像，右边是监督用的带标签图像

之前实现的神经网络是对图像整体进行了分类，要将它落实到像素水平

的话，该怎么做呢？

要基于神经网络进行图像分割，最简单的方法是以所有像素为对象，对 每个像素执行推理处理。比如，准备一个对某个矩形区域中心的像素进行分 类的网络，以所有像素为对象执行推理处理。正如大家能想到的，这样的 方法需要按照像素数量进行相应次forward 处理， 因而需要耗费大量的时间 （正确地说，卷积运算中会发生重复计算很多区域的无意义的计算）。为了解 决这个无意义的计算问题，有人提出了一个名为FCN（Fully Convolutional Network）[37] 的方法。该方法通过一次forward 处理，对所有像素进行分类（图 8-20）。

FCN 的字面意思是“全部由卷积层构成的网络”。相对于一般的CNN 包 含全连接层，FCN 将全连接层替换成发挥相同作用的卷积层。在物体识别

中使用的网络的全连接层中， 中间数据的空间容量被作为排成一列的节点进
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行处理，而只由卷积层构成的网络中，空间容量可以保持原样直到最后的输出。

如图 8-20 所示， FCN 的特征在于最后导入了扩大空间大小的处理。基 于这个处理，变小了的中间数据可以一下子扩大到和输入图像一样的大小。 FCN 最后进行的扩大处理是基于双线性插值法的扩大（双线性插值扩大）。 FCN 中，这个双线性插值扩大是通过去卷积（逆卷积运算）来实现的（细节请 参考FCN 的论文 [37]）。

|  |
| --- |
|  |

图 **8-20 FCN** 的概略图（引用自文献 **[37]**）

全连接层中，输出和全部的输入相连。使用卷积层也可以实现与此 结构完全相同的连接。比如，针对输入大小是 32×10×10（通道 数 32、高 10、长 10）的数据的全连接层可以替换成滤波器大小为 32×10×10 的卷积层。如果全连接层的输出节点数是 100，那么在 卷积层准备 100 个 32×10×10 的滤波器就可以实现完全相同的处理。 像这样，全连接层可以替换成进行相同处理的卷积层。

**8.4.3** 图像标题的生成

有一项融合了计算机视觉和自然语言的有趣的研究，该研究如图 8-21 所

示，给出一个图像后，会自动生成介绍这个图像的文字（图像的标题）。

给出一个图像后，会像图8-21 一样自动生成表示该图像内容的文本。比

如，左上角的第一幅图像生成了文本“A person riding a motorcycle on a

8.4 深度学习的应用案例 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **257**

|  |
| --- |
|  |

图 **8-21** 基于深度学习的图像标题生成的例子（引用自文献 **[38]**）

dirt road. ”（在没有铺装的道路上骑摩托车的人），而且这个文本只从该图像 自动生成。文本的内容和图像确实是一致的。并且，令人惊讶的是，除了“骑

摩托车”之外，连“没有铺装的道路”都被正确理解了。

一个基于深度学习生成图像标题的代表性方法是被称为 NIC（Neural Image Caption）的模型。如图 8-22 所示， NIC 由深层的CNN 和处理自然语 言的RNN（Recurrent Neural Network）构成。RNN 是呈递归式连接的网络， 经常被用于自然语言、时间序列数据等连续性的数据上。

NIC 基于 CNN 从图像中提取特征，并将这个特征传给 RNN 。RNN 以 CNN 提取出的特征为初始值，递归地生成文本。这里，我们不深入讨论技 术上的细节，不过基本上NIC 是组合了两个神经网络（CNN 和RNN）的简单 结构。基于NIC，可以生成惊人的高精度的图像标题。我们将组合图像和自 然语言等多种信息进行的处理称为多模态处理。多模态处理是近年来备受关

注的一个领域。
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图 **8-22 Neural Image Caption**（**NIC**）的整体结构（引用自文献 **[38]**）

RNN 的 R 表示 Recurrent（递归的）。这个递归指的是神经网络的递归 的网络结构。根据这个递归结构，神经网络会受到之前生成的信息 的影响（换句话说，会记忆过去的信息），这是 RNN 的特征。比如， 生成“我”这个词之后，下一个要生成的词受到“我”这个词的影响， 生成了“要”；然后，再受到前面生成的“我要”的影响，生成了“睡觉” 这个词。对于自然语言、时间序列数据等连续性的数据，RNN 以记 忆过去的信息的方式运行。

**8.5** 深度学习的未来

深度学习已经不再局限于以往的领域，开始逐渐应用于各个领域。本节

将介绍几个揭示了深度学习的可能性和未来的研究。

**8.5.1** 图像风格变换

有一项研究是使用深度学习来“绘制”带有艺术气息的画。如图 8-23 所示， 输入两个图像后，会生成一个新的图像。两个输入图像中，一个称为“内容

图像”，另一个称为“风格图像”。

如图 8-23 所示，如果指定将梵高的绘画风格应用于内容图像，深度学习

就会按照指示绘制出新的画作。此项研究出自论文“A Neural Algorithm of

8.5 深度学习的未来 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAMAAAAQCAYAAADTasWKAAAAG0lEQVQImWPw9vH97+3j+5+BgYGBiQEJDE0OAAr1A+VjP56NAAAAAElFTkSuQmCC) **259**
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图 **8-23** 基于论文“**A Neural Algorithm of Artistic Style**”的图像风格变换的例子：左上 角是风格图像，右上角是内容图像，下面的图像是新生成的图像（图像引用自文献**[40]**）

Artistic Style”[39]，一经发表就受到全世界的广泛关注。

这里我们不会介绍这项研究的详细内容，只是叙述一下这个技术的大致 框架，即刚才的方法是在学习过程中使网络的中间数据近似内容图像的中间 数据。这样一来，就可以使输入图像近似内容图像的形状。此外，为了从风 格图像中吸收风格，导入了风格矩阵的概念。通过在学习过程中减小风格矩

阵的偏差，就可以使输入图像接近梵高的风格。

**8.5.2** 图像的生成

刚才的图像风格变换的例子在生成新的图像时输入了两个图像。不同于

这种研究，现在有一种研究是生成新的图像时不需要任何图像（虽然需要事
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先使用大量的图像进行学习，但在“画”新图像时不需要任何图像）。比如， 基于深度学习，可以实现从零生成“卧室”的图像。图 8-24 中展示的图像是 基 于 **DCGAN**（Deep Convolutional Generative Adversarial Network）[41] 方 法生成的卧室图像的例子。
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图 **8-24** 基于 **DCGAN**生成的新的卧室图像（引用自文献 **[41]**）

图 8-24 的图像可能看上去像是真的照片，但其实这些图像都是基于 DCGAN 新生成的图像。也就是说，DCGAN 生成的图像是谁都没有见过的

图像（学习数据中没有的图像），是从零生成的新图像。

能画出以假乱真的图像的DCGAN 会将图像的生成过程模型化。使用大 量图像（比如，印有卧室的大量图像）训练这个模型，学习结束后，使用这

个模型，就可以生成新的图像。

DCGAN 中使用了深度学习，其技术要点是使用了Generator（生成者） 和 Discriminator（识别者）这两个神经网络。Generator 生成近似真品的图 像， Discriminator 判别它是不是真图像（是 Generator 生成的图像还是实际 拍摄的图像）。像这样，通过让两者以竞争的方式学习，Generator 会学习到 更加精妙的图像作假技术， Discriminator 则会成长为能以更高精度辨别真假 的鉴定师。两者互相切磋、共同成长，这是 **GAN**（Generative Adversarial
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Network）这个技术的有趣之处。在这样的切磋中成长起来的Generator 最终

会掌握画出足以以假乱真的图像的能力（或者说有这样的可能）。

之前我们见到的机器学习问题都是被称为监督学习（supervised learning）的问题。这类问题就像手写数字识别一样，使用的是图像 数据和教师标签成对给出的数据集。不过这里讨论的问题，并没有 给出监督数据，只给了大量的图像（图像的集合），这样的问题称为 无监督学习（unsupervised learning）。无监督学习虽然是很早之前就 开始研究的领域（Deep Belief Network、Deep Boltzmann Machine 等很有名），但最近似乎并不是很活跃。今后，随着使用深度学习的 DCGAN 等方法受到关注，无监督学习有望得到进一步发展。

**8.5.3** 自动驾驶

计算机代替人类驾驶汽车的自动驾驶技术有望得到实现。除了汽车制造 商之外，IT 企业、大学、研究机构等也都在为实现自动驾驶而进行着激烈 的竞争。自动驾驶需要结合各种技术的力量来实现， 比如决定行驶路线的路 线计划（path plan）技术、照相机或激光等传感技术等，在这些技术中，正 确识别周围环境的技术据说尤其重要。这是因为要正确识别时刻变化的环境、

自由来往的车辆和行人是非常困难的。

如果可以在各种环境中稳健地正确识别行驶区域的话，实现自动驾驶可 能也就没那么遥远了。最近，在识别周围环境的技术中，深度学习的力量备 受期待。比如，基于CNN 的神经网络SegNet[42] ，可以像图 8-25 那样高精度 地识别行驶环境。

图 8-25 中对输入图像进行了分割（像素水平的判别）。观察结果可知，在 某种程度上正确地识别了道路、建筑物、人行道、树木、车辆等。今后若能 基于深度学习使这种技术进一步实现高精度化、高速化的话， 自动驾驶的实

用化可能也就没那么遥远了。
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图 **8-25** 基于深度学习的图像分割的例子：道路、车辆、建筑物、人行道等被高精度地识 别了出来（引用自文献 **[43]**）

**8.5.4** Deep Q-Network（强化学习）

就像人类通过摸索试验来学习一样（比如骑自行车），让计算机也在摸索 试验的过程中自主学习，这称为强化学习（reinforcement learning）。强化学 习和有“教师”在身边教的“监督学习”有所不同。

强化学习的基本框架是，代理（Agent）根据环境选择行动，然后通过这 个行动改变环境。根据环境的变化，代理获得某种报酬。强化学习的目的是 决定代理的行动方针，以获得更好的报酬（图 8-26）。

图 8-26 中展示了强化学习的基本框架。这里需要注意的是，报酬并不是 确定的，只是“预期报酬”。比如，在《超级马里奥兄弟》这款电子游戏中， 让马里奥向右移动能获得多少报酬不一定是明确的。这时需要从游戏得分（获 得的硬币、消灭的敌人等）或者游戏结束等明确的指标来反向计算，决定“预 期报酬”。如果是监督学习的话，每个行动都可以从“教师”那里获得正确的

评价。

在使用了深度学习的强化学习方法中，有一个叫作Deep Q-Network（通 称 **DQN**）[44] 的方法。该方法基于被称为 Q 学习的强化学习算法。这里省略
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图 **8-26** 强化学习的基本框架：代理自主地进行学习，以获得更好的报酬

Q 学习的细节，不过在Q 学习中，为了确定最合适的行动，需要确定一个被 称为最优行动价值函数的函数。为了近似这个函数，DQN 使用了深度学习 （CNN）。

在DQN 的研究中，有让电子游戏自动学习，并实现了超过人类水平的 操作的例子。如图8-27 所示，DQN 中使用的CNN 把游戏图像的帧（连续4 帧） 作为输入，最终输出游戏手柄的各个动作（控制杆的移动量、按钮操作的有

无等）的“价值”。

之前在学习电子游戏时，一般是把游戏的状态（人物的地点等）事先提 取出来，作为数据给模型。但是，在 DQN 中，如图 8-27 所示，输入数据 只有电子游戏的图像。这是DQN 值得大书特书的地方，可以说大幅提高了 DQN 的实用性。为什么呢？因为这样就无需根据每个游戏改变设置，只要 给DQN 游戏图像就可以了。实际上，DQN 可以用相同的结构学习《吃豆人》、 Atari等很多游戏，甚至在很多游戏中取得了超过人类的成绩。

人工智能 AlphaGo[45] 击败围棋冠军的新闻受到了广泛关注。这个 AlphaGo 技术的内部也用了深度学习和强化学习。AlphaGo 学习了 3000 万个专业棋手的棋谱，并且不停地重复自己和自己的对战，积 累了大量的学习经验。AlphaGo 和 DQN 都是 Google 的 Deep Mind 公司进行的研究，该公司今后的研究值得密切关注。
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|  |
| --- |
|  |

图 **8-27** 基于 **Deep Q-Network**学习电子游戏的操作。输入是电子游戏的图像，经过摸索 试验，学习出让专业玩家都自愧不如的游戏手柄（操作杆）的操作手法（引用自文 献 **[44]**）

**8.6** 小结

本章我们实现了一个（稍微）深层的CNN，并在手写数字识别上获得了 超过 99% 的高识别精度。此外，还讲解了加深网络的动机，指出了深度学习 在朝更深的方向前进。之后，又介绍了深度学习的趋势和应用案例，以及对

高速化的研究和代表深度学习未来的研究案例。

深度学习领域还有很多尚未揭晓的东西，新的研究正一个接一个地出现。 今后，全世界的研究者和技术专家也将继续积极从事这方面的研究，一定能

实现目前无法想象的技术。

感谢读者一直读到本书的最后一章。如果读者能通过本书加深对深度学

习的理解，体会到深度学习的有趣之处，笔者将深感荣幸。
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|  |
| --- |
| 本章所学的内容  . 对于大多数的问题，都可以期待通过加深网络来提高性能。  . 在最近的图像识别大赛ILSVRC 中，基于深度学习的方法独占鳌头， 使用的网络也在深化。  . VGG 、GoogLeNet 、ResNet 等是几个著名的网络。  . 基于GPU、分布式学习、位数精度的缩减，可以实现深度学习的高速化。 . 深度学习（神经网络）不仅可以用于物体识别，还可以用于物体检测、  图像分割。  . 深度学习的应用包括图像标题的生成、图像的生成、强化学习等。最近， 深度学习在自动驾驶上的应用也备受期待。 |

附录 A

Softmax-with-Loss 层的计算图

这里，我们给出softmax 函数和交叉熵误差的计算图，来求它们的反向 传播。softmax 函数称为softmax 层，交叉熵误差称为Cross Entropy Error 层， 两者的组合称为 Softmax-with-Loss 层。先来看一下结果，Softmax-with- Loss 层可以画成图A-1 所示的计算图。

|  |  |
| --- | --- |
| t 1  y 1  a 1  y 1 - t 1  t 2  Cross  Entropy  Error  y 2  a 2  L  y 2 - t 2  1  t 3  a 3  y 3  y 3 - t 3   |  | | --- | | Softmax | |

图 **A-1 Softmax-with-Loss** 层的计算图
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图A-1 的计算图中假定了一个进行 3 类别分类的神经网络。从前面的层 输入的是(a1 , a2 , a3)，softmax 层输出(y1 , y2 , y3)。此外，教师标签是(t1 , t2 , t3)， Cross Entropy Error 层输出损失 L。

如图A-1 所示，在本附录中，Softmac-with-Loss 层的反向传播的结果为 (y1 - t1 , y2 - t2 , y3 - t3)。

**A.1** 正向传播

图 A-1 的计算图中省略了 Softmax 层和 Cross Entropy Error 层的内容。 这里，我们来画出这两个层的内容。

首先是Softmax 层。 softmax 函数可由下式表示。

yk
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∑ exp(αi)

i = 1

（A.1）

因此，用计算图表示Softmax 层的话，则如图A-2 所示。

图 A-2 的计算图中，指数的和（相当于式 (A.1) 的分母）简写为 S，最终 的输出记为(y1 , y2 , y3)。

接下来是Cross Entropy Error 层。交叉熵误差可由下式表示。

L = - ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAATCAYAAAByUDbMAAABm0lEQVQ4jZ3TMWgUQRTG8d+agCYcYTkQUwgzMAiCCkbFwkIMKSwUwc4iQe2trMUupRYKgo0oio2dhWg6EdTGQrDTxd1CEUHurgkYNbHIJsYj57n5YIr5Hu/P92Z4WQpxEg+t6iuWbK4MYxjHjg3+D5wtqnJxtKjKLynET5jFvaIqLwyArasOcADncQ5zuL1WbKUQ36cQV1KIs8NgfeC9KcRHa9HXzMN4WY85VVTlhwbAKbSyPvMyruENjhVVOej9NtXIxks7z1/jKI6j1el1nzWBZf1GCnEn3mISp4uqfLJlWA2cwQK+4WBRlZ//BzaymdnpdT+283wHTuJQO8/vd3rdlWGwbf+oXcUrTOPUlpPV6Zbbef4TvzDf6XWHwkYHFVKI+6xuxZmiKoeOOFApxF0pxOf12mxdKcSxFOJCCnF/096/xkwhZriD60VVvmsQIMOe/t+cx4uiKp82DHUJ39eTpRAvYryoylsNEk3gBnYXVXkzq81p3MUVLA/ozdDCRH2O4AS2Y66oygdZCnEMj9FuNNgfLWGmqMrF366Xc0TX3OBdAAAAAElFTkSuQmCC)tk log ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAJCAYAAAD+WDajAAAAoElEQVQYlV3MoU7CUQBG8R93Zl+AcK+7CQoGMs5gcHOOzRcgMx4CXsBnsLGRqDYiL3HdvUWDM7BRNFH+TOeJ39n5ejmmPu4wLq0uIMe0xEvALda498sMHwFbPOK1q4Z4K61+h9LqEVNsuuoGOwjdcIn3HFMPT2d50ckVHvCJEfYQckzXmJRWn/GFbWn153x7hUOOaYIx5v6SYxrmmAb+cQIUmCYAUQ6AagAAAABJRU5ErkJggg==)k

（A.2）

k

根据式(A.2) ，Cross Entropy Error 层的计算图可以画成图A-3 那样。

图A-3 的计算图很直观地表示出了式(A.2)，所以应该没有特别难的地方。 下一节，我们将看一下反向传播。
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|  |
| --- |
| S  =  =  =  =  1 S  exp(a 1 )  y 1  exp(a 1 ) S  a 1  exp(a 1 )  exp  exp(a 2 )  y 2  exp(a 2 ) S  a 2 exp(a 2 )  exp  1  exp(a 3 ) S  y 3  exp(a 3 )  a 3    1 S  exp(a 1 ) + exp(a 2 ) + exp(a 3 )  exp |

图 **A-2 Softmax** 层的计算图（仅正向传播）

|  |  |
| --- | --- |
| log  log y 1  t 1 y 1 t 2 y 2 t 3 y 3  t 1 log y 1  log  log y 2  t 2 log y 2  t 3 log y 3  log  log y 3 | t1 log y1 + t2 log y2 + t3 log y3 L  -1 |

图 **A-3 Cross Entropy Error** 层的计算图（仅正向传播）
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**A.2** 反向传播

首先是 Cross Entropy Error 层的反向传播。Cross Entropy Error 层的 反向传播可以画成图A-4 那样。

|  |
| --- |
| t 1  -1  log y 1  y 1  - t 1 y 1  log  -t 1  t 1 log y 1  t 2  t1 log y1 + t2 log y2 + t3 log y3 L  y 2  log y 2  t 2 log y 2    log  -1  1  t 2  -1  -t 2  y 2  t 3  -1  t 3 log y 3  -1  log y 3  y 3  -t 3  log  t 3  y 3 |

图 **A-4** 交叉熵误差的反向传播

求这个计算图的反向传播时，要注意下面几点。
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•“×”节点的反向传播将正向传播时的输入值翻转，乘以上游传过来的 导数后，再传给下游。

•“+”节点将上游传来的导数原封不动地传给下游。

•“log”节点的反向传播遵从下式。
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下面是Softmax 层的反向传播的步骤。因为Softmax 层有些复杂，所以

我们来逐一进行确认。

步骤**1**

S
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前面的层（Cross Entropy Error 层）的反向传播的值传过来。
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t 3 - g 3

“ ×”节点将正向传播的值翻转后相乘。这个过程中会进行下面的计算。

（A.3）
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步骤**3**
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“+”节点原封不动地传递上游的值。
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“exp”节点中有下面的关系式成立。
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（A.4）
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**A.3** 小结

上面，我们画出了 Softmax-with-Loss 层的计算图的全部内容，并求了 它的反向传播。未做省略的Softmax-with-Loss 层的计算图如图A-5 所示。

|  |  |
| --- | --- |
| Softmax 层 | Cross Entropy Error 层 |
| -t2S  -t1S  a 1  y1 - t1  a 2  y2 - t2  a 3  y3 - t3  L  1   |  |  |  |  | | --- | --- | --- | --- | | exp  ×  exp(a 1)  1  S  exp(a 3) exp(a 2) -t3S  exp(a 3)  exp(a 2) 1  exp(a 1)  S exp(a 2)  exp  ×  S  +  /  exp(a 1)  - t1  - t2  exp  ×  - t3  exp(a 3) | y1 | t1 | ×    -1  t1 log y1  t2 log y2  ×  +  ×  -1  log  ×  log y1  - t1  log  log y2  t1 log y1 + t2 log y2 + t3 log y3  - t2  log  -1  t3 log y3  -1  -1  log y3  - t3 | |  | | t1  -y1  y2 | t2 | |  | | t2  -y2  y3 | t3 | |  | |  |  | | t3  -y3 |  | | |

图 **A-5 Softmax-with-Loss** 层的计算图

图A-5 的计算图看上去很复杂，但是使用计算图逐个确认的话，求导（反 向传播的步骤）也并没有那么复杂。除了这里介绍的Softmax-with-Loss 层， 遇到其他看上去很难的层（如Batch Normalization 层）时，请一定按照这里

的步骤思考一下。相信会比只看数学式更容易理解。
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如果您对本书内容有疑问，可发邮件至 contact@turingbook.com，会 有编辑或作译者协助答疑。也可访问图灵社区，参与本书讨论。

如果是有关电子书的建议或问题，请联系专用客服邮箱：

ebook@turingbook.com。

在这可以找到我们：

微博 @图灵教育 ：好书、活动每日播报

微博 @图灵社区 ：电子书和好文章的消息

微博 @图灵新知 ：图灵教育的科普小组

微信 图灵访谈 ：ituring-interview，讲述码农精彩人生

微信 图灵教育 ：turingbooks